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This is the annual report of the Technical Editor, which
appears in each March issue of the Journal. We are now com-
pleting one year of electronic publishing. Since March of
1998, every issue of this Journal is posted on the Internet in
addition to the regular distribution of the printed version to
its subscribers. The plan has been to provide this special ser-
vice only to subscribers after the first year. However, for the
first few issues of 1999 it will be still available electronically
free of charge.

The on-line version of the Journal of Fluids Engineering
contains all elements provided in the printed version. Abstracts
are fully searchable and full articles are provided in PDF format.
Search mechanisms facilitate search by authors’ name, title,
topic and key words. An index of authors going back to 1992
has also been constructed. Authors are alerted to the fact that
abstracts now take even greater significance. Some readers may
look only at an abstract in the electronic form before they decide
to read the entire paper. Moreover, the search engine that
matches key words with papers searches only the abstracts.
Authors must therefore make certain that their abstracts contain
all of the significant key words that essentially define the content
of the paper and that they are free from complex formulas.

The On-Line Journal of Fluids Engineering has attracted
considerable attention. The first month after the March issue
was posted, over 2,000 individuals visited the Journal Web site
and the month after the June issue appeared, there were over
10,000 visitors. As of the end of October, i.e., within the first
eight months of the availability of this service, the On-Line JFE
was accessed 37,108 times.

Apparently the readers are taking full advantage of this ser-
vice but not the authors. The Editors personally urge authors
to include in the On-Line JFE more material pertinent to their
publication but few authors have chosen to take advantage of
this opportunity, except for depositing data to the JFE Data
Bank which has been in operation since December 1992 (see
editorial in March, 1992). Many authors argue persistently, and
most are willing to pay excess page charges to avoid reducing
the printed version of their work by one or two pages. But they
are reluctant to include extra material in the electronic version
of their paper. As a result, the On-Line JFE has been almost
identical with the printed version of the Journal but the advan-
tage is that articles are now fully searchable and more widely
available. Notwithstanding, the electronic medium has opened
many more opportunities for enhancing the communication of
scientific information. Now there is virtually unlimited space
for mathematical derivations, computer program listings, or for
digital data as well as for figures in color and for video.

We now accept papers submitted electronically and most of
the associate editors participate in the experiment of electronic
reviewing. If the entire process were to be handled electroni-
cally, we estimate that we could reduce the first stage of the
review process by four to five weeks. This practice takes place
only on a voluntary basis by authors, reviewers, and editors.

Journal of Fluids Engineering
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Recent increases in the number of pages allotted to the Jour-
nal of Fluids Engineering have allowed us to virtually eliminate
our backlog. We now print 950 pages per year and most papers
appear in print three to four months after they are accepted.
Many papers are published a little over a year after their submis-
sion. Unfortunately, the review process of some papers may
take much longer. Although these are the exceptions rather than
the norm, it is still embarrassing that we have not succeeded in
eliminating such delays. We can attribute most but not all of
these delays to negligent reviewers, but some can be attributed
to the editors’ heavy workload. Quite often the delays are due to
the authors themselves. Some authors receiving positive reviews
relax their efforts and may take six to nine months to resubmit
a revised manuscript.

The March issue always includes a list of the papers published
in the previous year, grouped according to their content and the
names of all the reviewers who contributed to our efforts the
year before. We also acknowledge here the valuable contribu-
tions of the associate editors whose tenure expired this year.
These are Promode R. Bandyopadhyay, Peter W. Bearman,
Mark S. Cramer, Joseph A. C. Humphrey, Fazle Hussain, Jo-
seph Katz, Peter M. Sockol, and Michael S. Triantafyllou. The
following associate editors joined the Editorial Board last year
but their appointment was not approved by the ASME Board
on Communication by the time the March 1998 issue went to
print. These are: Peter Bradshaw (Stanford University) and
David R. Williams (Illinois Institute of Technology) both in
the area of fluid mechanics; Gordon Erlebacher (Florida State
University) in the area of computational fluid dynamics; and
Frederic K. Wasden (Shell E&P Technology Company ) in mul-
tiphase flow. The following associate editors were nominated
by the corresponding committees and the Executive Committee
of the Division of Fluids Engineering and their appointment
was confirmed by the ASME Board on Communications: Ur-
mila Ghia (University of Cincinnati) computational fluid dy-
namics; Muhammad R. Hajj (Virginia Tech) editorial office;
Peter E. Raad (Southern Methodist University) and Khairul
B. M. Q. Zaman (NASA Lewis Research Center) both fluid
mechanics. Peter W. Bearman (Imperial College of Science,
Technology and Medicine) and Joseph Katz (The Johns Hop-
kins University ) were reappointed for another three year term.

We should also thank here Philip Di Vietro the Director
of Technical Publishing of ASME and Cynthia B. Clark the
Managing Editor of Technical Publishing who made the transi-
tion to electronic publishing a reality.

Finally, I want to express my sincere thanks to two ladies
whose excellent work we all take for granted exactly because
it has always been flawless. We are so accustomed to noticing
improvements and recognizing unusual contributions that we
fail to acknowledge performances that are consistently at the
highest possible level. In the order of processing of the edito-
rial work I want to express my sincere thanks to Pat White,
the Executive Secretary of the Journal and Connie Monahan,
our Copy Editor. Pat has really been the unifying intelligence
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of the Journal. In the incredible maze of hundreds of simulta-
neous communications with authors, editors and reviewers,
she has been able to preserve sense and continuity. On many
occasions, for example, she would point out that I was contra-
dicting myself by overlooking something I had said many
months earlier. She has literally averted numerous small and
large disasters. We also owe a lot to Connie Monahan who
with firmness and understanding of our constraints consis-

2 / Vol. 121, MARCH 1999

tently kept the highest possible quality in scientific publica-
tion. We so often hear the expression ‘‘without their efforts
we would not have been able to carry out a certain task.”” I
cannot think of any other occasion where this would be more
true. Without the efforts of Pat White and Connie Monahan
the quality of this publication would have been many grades
lower, if it were at all possible.

The Technical Editor

Transactions of the ASME
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DEDICATION TO LLOYD MACGREGOR TREFETHEN
ON THE OCCASION OF HIS 80TH BIRTHDAY

This issue of the Journal of Fluids Engineering is dedi-
cated to Lloyd MacGregor Trefethen on the occasion of his
80th birthday. Lloyd was born in Waltham, Massachusetts.
In 1940 he received his Bachelor Degree from the Webb
Institute, where he acquired a lifelong interest in ships and
naval engineering. After Webb, Lloyd attended MIT where
he received an MS degree for a thesis on the reversal of
ships. In 1944, he entered the U.S. Navy and married Flore-
nce Newman also a naval officer. At the end of the war,
Lloyd and Florence matriculated at the University of Cam-
bridge where Lloyd received his Ph.D. in 1950 for research
on heat transfer in liquid metals. In 1951, they returned to
the States and Lloyd assumed the role of Executive Secretary
of the NSF under the then Director, Alan Waterman, and
served as Secretary of the National Science Board. In 1954
he came to the other Cambridge as an Assistant Professor in
the Division of Engineering and Applied Physics at Harvard
University. It was during this time that he acquired his abid-
ing interest in the phenomena associated with surface tension
and the formation of liquid drops. Indeed, in 1962, as a
consultant to the Corporate Research and Development labo-
ratories of General Electric, he formulated a remarkable
analogy between the fluid mechanics of candlewicks and
capillary pumping in closed cavities, which led to the devices
we now know as heat pipes. Lloyd’s independent invention
of the heat pipe was acknowledged by Chi in the beginning
of his book, Heat Pipes: Theory and Practice, Hemisphere
Publishing, 1976.

In 1958 he came to Tufts University as Professor and
Chairman of the Department of Mechanical Engineering.
Thus began an association with Tufts, which is now in its
40th year, hardly flagging when he became Professor Emeri-
tus in 1989. During these years Lloyd continued his interest
in surface tension and droplets, an interest that was capped
by a remarkable educational film, ‘‘Surface Tension in Fluid
Mechanics,”” produced first under the auspices of Educa-
tional Services, Inc. and later distributed by the Encyclope-
dia Britannica. This film received many awards, most nota-
bly the Golden Eagle award of the CINE society in 1967
and the Le Prix de Physique of the 4th International Scien-
tific Film Festival in 1968. Lloyd was also among the first
to see the potential of video cameras, using some of the
earliest models to reveal many new phenomena in his much
beloved field of small-scale fluid mechanics.

During a sabbatical leave in Australia, Lloyd conducted a
series of sensitive experiments that received wide attention
in the popular press. In an apparatus especially constructed
to magnify the effects of the extremely weak Coriolis force,
Lloyd demonstrated that water does, in fact, drain from a
bathtub in a vortex that rotates in a clockwise direction in
the southern hemisphere. A rigorous account of this work
appeared in the September 1965 issue of the journal Nature.
In that paper, Lioyd and his co-authors raised a concern
having to do with the difficulty of the experiment, best illus-
trated by quoting directly from the paper. *‘These tests posed
for us an unusual problem in experimental work. Normally,
one does experiments in which there is some uncertainty in
the expected outcome. In these experiments, however, our
confidence in the idea that the Earth rotates, and in the appli-
cability of conservation of angular momentum to masses of
fluid, was probably so strong that experimental denial would
have been almost inadmissible. We should have gone to
unusual lengths to get the apparatus to work as expected.
Realizing this, we found ourselves reluctant to accept as
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conclusive the results we were getting, results which appar-
ently confirmed our ideas. One can never prove, for example,
that it was not some small air current which persistently
maintained a circulation that gave the results we observed,
and that a quantitatively comparable, but oppositely directed,
air current caused Shapiro’s results. There is, in principle,
an infinite number of hypotheses that can explain any set of
observations. This difficulty in validation of scientific theo-
ries is not a new one and, in this instance, as in all instances,
it cannot be proved that any one hypothesis is correct.”’

In his early years at Tufts, Lloyd became an enthusiast
for the application of information theory to undergraduate
engineering laboratory. His innovative ideas led to a re-
formulation of laboratory work at Tufts to involve all of the
faculty and all of the students in opened-ended, research-
based experiments, a trend that not only spread beyond Tufts
but marked Tufts as a college that especially fosters under-
graduate research. In honor of this, the Mechanical Engi-
neering Department created the Lloyd Trefethen Prize for
Undergraduate Research in 1990, a prize that has been
awarded annually ever since. In his later years at Tufts,
Lloyd conceived the idea of a computer network-based ques-
tion bank devoted to unanswered questions in fluid mechan-
ics and heat transfer, a database that now contains over 1000
queries. Even after retirement, he continues to pursue his
love of research, having invented and patented a unique de-
sign for a sailing craft.

A Fellow of the ASME, Lloyd has spearheaded pioneering
initiatives for the society. In 1984, at the Winter Annual
Meeting of the ASME in New Orleans, he was part of a
panel presiding over the first open forum discussion on ‘‘Sig-
nificant Questions in Heat Transfer.”” The purpose of the
forum was to explore ways to move away from the routine
cataloging of flow and heat transfer ‘‘test’” problems to
search, instead, for more general ‘‘significant questions’’
which, if properly defined, would spawn in-depth research
into matters of more universal and lasting impact. Subse-
quent to this meeting, Lloyd organized the first ASME ses-
sion on ‘‘Some Unanswered Questions in Fluid Mechanics,”’
for the December 1989 Winter Annual Meeting held in San
Francisco, California. In the preface to the paper (89-WA/
FE-5) for that session he says: ‘‘Questions are not widely
used in our literature. The typical paper in fluid mechanics,
or in science and engineering generally contains not a single
question. . . . Some people are clearly reluctant to pose
questions for which they have no answers. But the absence
of questions is also in part because they are not part of
our profession’s tradition. . . . A major hope behind the
assembling of the questions in this paper is that they may
bring into focus some of the unresolved problems in fluid
mechanics.”’ Lloyd went on to organize the 1991, 1993, 1995
and 1997 sessions on ‘‘Some Unanswered Questions in Fluid
Mechanics’’ and, eventually, these efforts culminated in the
appearance of a ‘‘Significant Questions’’ column in the
Journal of Fluids Engineering. Both the column and the
periodic ‘‘significant questions’’ sessions remain of vital im-
portance to ASME.,

Much of Lloyd’s early research found its origins in indus-
try, was performed with very simple apparatus, and often
became course instruction material. In particular, at General
Electric’s Corporate Research and Development laboratories
he was involved in activities such as diagnosing malfunc-
tioning heavy water plants, developing and applying heat
pipes for the cooling of electronic components, and investi-
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Lloyd MacGregor Trefethen

gating the effects of rotation on flows through straight pipes.
For the last problem he constructed an ingenious device,
consisting of a horizontal pipe section, aligned radially
through the center of a rotating record player turntable to
which it was fixed. A vertical feed mechanism allowed the
flow of water and the determination of pressure drop for
fixed values of the angular velocity.

Lloyd Trefethen has always possessed an amazing under-
standing of physical phenomena and has used his under-

4 / Vol. 121, MARCH 1999

standing to develop new concepts in engineering science and
to invent new technologies. He is an exemplar of the creative
engineer and educator. His friends among the worldwide
readership of this journal wish him well on his 80th birthday
and look forward to many more years of his insightful curios-
ity about fluid mechanics and heat transfer.

Ken Astill, Fred Nelson,
and Joseph A. C. Humphrey

Transactions of the ASME
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The Fluid Mechanics of
Microdevices—The Freeman
Scholar Lecture

Manufacturing processes that can create extremely small machines have been devel-
oped in recent years. Microelectromechanical systems (MEMS ) refer to devices that
have characteristic length of less than 1 mm but more than 1 micron, that combine
electrical and mechanical components and that are fabricated using integrated circuit
batch-processing techniques. Electrostatic, magnetic, pneumatic and thermal actua-
tors, motors, valves, gears, and tweezers of less than 100-um size have been fabri-
cated. These have been used as sensors for pressure, temperature, mass flow, velocity
and sound, as actuators for linear and angular motions, and as simple components
Sfor complex systems such as micro-heat-engines and micro-heat-pumps. The technol-
ogy is progressing at a rate that far exceeds that of our understanding of the unconven-
tional physics involved in the operation as well as the manufacturing of those minute
devices. The primary objective of this article is to critically review the status of
our understanding of fluid flow phenomena particular to microdevices. In terms of
applications, the paper emphasizes the use of MEMS as sensors and actuators for

Mohamed Gad-el-Hak

Professor,

Department of Aerospace and
Mechanical Engineering,

University of Notre Dame,

Notre Dame, IN 46556.

Fellow ASME

E-mail: Mohamed.Gad-el-Hak.1@nd.edu

flow diagnosis and control.

About the Author

Mohamed Gad-el-Hak received his B.Sc. (summa cum
laude) in mechanical engineering from Ain Shams University in
1966 and his Ph.D. in fluid mechanics from the Johns Hopkins
University in 1973. He has since taught and conducted research
at the University of Southern California, University of Virginia,
Institut National Polytechnique de Grenoble, and Université de
Poitiers, and has lectured extensively at seminars in the United
States and overseas. Dr. Gad-el-Hak is currently Professor of
Aerospace and Mechanical Engineering at the University of
Notre Dame. Prior to that, he was a Senior Research Scientist
and Program Manager at Flow Research Company in Seattle,
Washington. Dr. Gad-el-Hak has published over 280 articles
and presented 170 invited lectures in the basic and applied
research areas of isotropic turbulence, boundary layer flows,
stratified flows, compliant coatings, unsteady aerodynamics, bi-
ological flows, non-Newtonian fluids, hard and soft computing
including genetic algorithms, and flow control. He is the author
of the book Flow Control, and editor of three Springer-Verlag’s
books Frontiers in Experimental Fluid Mechanics, Advances in
Fluid Mechanics Measurements, and Flow Control: Fundamen-
tals and Practices. Professor Gad-el-Hak is a fellow of The
American Society of Mechanical Engineers, a life member of
the American Physical Society, and an associate fellow of the
American Institute of Aeronautics and Astronautics. He has
recently been inducted as an eminent engineer in Tau Beta Pi,
an honorary member in Sigma Gamma Tau and Pi Tau Sigma,
and a member-at-large in Sigma Xi. From 1988 to 1991, Dr.
Gad-el-Hak served as Associate Editor for AIAA Journal. He
is currently an Associate Editor for Applied Mechanics Reviews.
In 1998, Professor Gad-el-Hak was named the Fourteenth
ASME Freeman Scholar.

1 Introduction

How many times when you are working on something frus-
tratingly tiny, like your wife’s wrist watch, have you said to

Contributed by the Fluids Engineering Division for publication in the JOURNAL
oF FLuUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
August 31, 1998; revised manuscript received December 14, 1998. Associate
Technical Editor: D. P. Telionis.
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yourself, ““If I could only train an ant to do this!”’ What I would
like to suggest is the possibility of training an ant to train a
mite to do this. What are the possibilities of small but movable
machines? They may or may not be useful, but they surely would
be fun to make.
(From the talk ‘‘There’s Plenty of Room at the Bottom,”’ deliv-
ered by Richard P. Feynman at the annual meeting of the Ameri-
can Physical Society, Pasadena, California, 29 December 1959.)

Tool making has always differentiated our species from all
others on earth. Aerodynamically correct wooden spears were
carved by archaic homosapiens close to 400,000 years ago. Man
builds things consistent with his size, typically in the range of
two orders of magnitude larger or smaller than himself, as indi-
cated in Fig. 1. (Though the extremes of length-scale are outside
the range of this figure, man, at slightly more than 10° m,
amazingly fits right in the middle of the smallest subatomic
particle which is approximately 1072 m and the extent of the
observable universe which is ~1.42 X 10% m (15 billion light
years). An egocentric universe indeed!) But humans have al-
ways striven to explore, build, and control the extremes of
length and time scales. In the voyages to Lilliput and Brobding-
nag of Gulliver’s Travels, Jonathan Swift (1727) speculates on
the remarkable possibilities which diminution or magnification
of physical dimensions provides. The Great Pyramid of Khufu
was originally 147 m high when completed around 2600 B.C.,
while the Empire State Building constructed in 1931 is pres-
ently —after the addition of a television antenna mast in 1950—
449 m high. At the other end of the spectrum of man-made
artifacts, a dime is slightly less than 2 cm in diameter. Watch-
makers have practiced the art of miniaturization since the thir-
teenth century. The invention of the microscope in the seven-
teenth century opened the way for direct observation of mi-
crobes and plant and animal cells. Smaller things were man-
made in the latter half of this century. The transistor—invented
in 1948 —in today integrated circuits has a size of 0.25 micron
in production and approaches 50 nanometers in research labora-
tories. But what about the miniaturization of mechanical parts—
machines—envisioned by Feynman (1961) in his legendary
speech quoted above?

Manufacturing processes that can create extremely small ma-
chines have been developed in recent years (Angell et al., 1983;
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Fig. 1 The scale of things, in meters. Lower scale continues in the upper bar from left to right.

Gabriel et al., 1988; 1992; O’Connor, 1992; Gravesen et al.,
1993; Bryzek et al., 1994; Gabriel, 1995; Hogan, 1996; Ho and
Tai, 1996; 1998; Tien, 1997; Busch-Vishniac, 1998; Amato,
1998). Electrostatic, magnetic, pneumatic and thermal actua-
tors, motors, valves, gears and tweezers of less than 100 pum
size have been fabricated. These have been used as sensors
for pressure, temperature, mass flow, velocity and sound, as
actuators for linear and angular motions, and as simple compo-
nents for complex systems such as micro-heat-engines and mi-
cro-heat-pumps (Lipkin, 1993; Garcia and Sniegowski, 1993;
1995; Sniegowski and Garcia, 1996; Epstein and Senturia, 1997,
Epstein et al.,, 1997). The technology is progressing at a rate
that far exceeds that of our understanding of the unconventional
physics involved in the operation as well as the manufacturing
of those minute devices. The present paper focuses on one
aspect of such physics: fluid flow phenomena associated with
micro-scale devices. In terms of applications, the paper will
emphasize the use of MEMS as sensors and actuators for flow
diagnosis and control.

Microelectromechanical systems (MEMS) refer to devices
that have characteristic length of less than 1 mm but more than
1 micron, that combine electrical and mechanical components
and that are fabricated using integrated circuit batch-processing
technologies. Current manufacturing techniques for MEMS in-
clude surface silicon micromachining; bulk silicon microma-
chining; lithography, electrodeposition and plastic molding (or,
in its original German, lithographie galvanoformung abfor-
mung, LIGA); and electrodischarge machining (EDM). As in-
dicated in Fig. 1, MEMS are more than four orders of magnitude
larger than the diameter of the hydrogen atom, but about four
orders of magnitude smaller than the traditional man-made arti-
facts, Nanodevices (some say NEMS) further push the envelope
of electromechanical miniaturization.

Despite Feynman’s demurring regarding the usefulness of
small machines, MEMS are finding increased applications in a
variety of industrial and medical fields, with a potential world-
wide market in the billions of dollars. Accelerometers for auto-
mobile airbags, keyless entry systems, dense arrays of micro-
mirrors for high-definition optical displays, scanning electron
microscope tips to image single atoms, micro-heat-exchangers
for cooling of electronic circuits, reactors for separating biologi-
cal cells, blood analyzers and pressure sensors for catheter tips
are but a few of current usage. Microducts are used in infrared
detectors, diode lasers, miniature gas chromatographs and high-
frequency fluidic control systems. Micropumps are used for
ink jet printing, environmental testing and electronic cooling.
Potential medical applications for small pumps include con-
trolled delivery and monitoring of minute amount of medication,

6 / Vol. 121, MARCH 1999

manufacturing of nanoliters of chemicals and development of
artificial pancreas. Several new journals are dedicated to the
science and technology of MEMS, for example [EEE/ASME
Journal of Microelectromechanical Systems, Journal of Micro-
mechanics and Microengineering, and Microscale Thermophys-
ical Engineering.

Not all MEMS devices involve fluid flows, but the present
review will focus on the ones that do. Microducts, micropumps,
microturbines and microvalves are examples of small devices
involving the flow of liquids and gases. MEMS can also be -
related to fluid flows in an indirect way. The availability of
inexpensive, batch-processing-produced microsensors and mi-
croactuators provides opportunities for targeting small-scale co-
herent structures in macroscopic turbulent shear flows. Flow
control using MEMS promises a quantum leap in control system
performance. The present article will cover both the direct and
indirect aspects of microdevices and fluid flows. Section 2 ad-
dresses the question of modeling fluid flows in microdevices,
and Section 3 gives a brief overview of typical applications of
MEMS in the field of fluid mechanics. The paper by Lofdahl
and Gad-el-Hak (1999) provides more detail on MEMS applica-
tions in turbulence and flow control.

The Freeman Scholarship is bestowed biennially, in even-
numbered years. The Fourteenth Freeman Lecture presented in
1998 is, therefore, the last of its kind in this millennium, and
the topic of micromachines is perhaps a fitting end to a century
of spectacular progress in mechanical engineering led in no
small part by members of ASME International.

2 Fluid Mechanics Issues

2.1 Prologue. The rapid progress in fabricating and utiliz-
ing microelectromechanical systems during the last decade has
not been matched by corresponding advances in our understand-
ing of the unconventional physics involved in the operation and
manufacture of small devices. Providing such understanding
is crucial to designing, optimizing, fabricating and operating
improved MEMS devices.

Fluid flows in small devices differ from those in macroscopic
machines. The operation of MEMS-based ducts, nozzles,
valves, bearings, turbomachines, etc., cannot always be pre-
dicted from conventional flow models such as the Navier-Stokes
equations with no-slip boundary condition at a fluid-solid inter-
face, as routinely and successfully applied for larger flow de-
vices. Many questions have been raised when the results of
experiments with microdevices could not be explained via tradi-
tional flow modeling. The pressure gradient in a long microduct
was observed to be non-constant and the measured flowrate was
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higher than that predicted from the conventional continuum
flow model. Load capacities of microbearings were diminished
and electric currents needed to move micromotors were extraor-
dinarily high. The dynamic response of micromachined acceler-
ometers operating at atmospheric conditions was observed to
be over-damped.

In the early stages of development of this exciting new field,
the objective was to build MEMS devices as productively as
possible. Microsensors were reading something, but not many
researchers seemed to know exactly what. Microactuators were
moving, but conventional modeling could not precisely predict
their motion. After a decade of unprecedented progress in
MEMS technology, perhaps the time is now ripe to take stock,
slow down a bit and answer the many questions that arose. The
ultimate aim of this long-term exercise is to achieve rational-
design capability for useful microdevices and to be able to
characterize definitively and with as little empiricism as possible
the operations of microsensors and microactuators.

In dealing with fluid flow through microdevices, one is faced
with the question of which model to use, which boundary condi-
tion to apply and how to proceed to obtain solutions to the
problem at hand. Obviously surface effects dominate in small
devices. The surface-to-volume ratio for a machine with a char-
acteristic length of 1 mis 1 m™', while that for a MEMS device
having a size of 1 um is 10° m™', The million-fold increase in
surface area relative to the mass of the minute device substan-
tially affects the transport of mass, momentum and energy
through the surface. The small length-scale of microdevices
may invalidate the continuum approximation altogether. Slip
flow, thermal creep, rarefaction, viscous dissipation, compress-
ibility, intermolecular forces and other unconventional effects
may have to be taken into account, preferably using only first
principles such as conservation of mass, Newton’s second law,
conservation of energy, etc.

In this section, we discuss continuum as well as molecular-
based flow models, and the choices to be made. Computing
typical Reynolds, Mach and Knudsen numbers for the flow
through a particular device is a good start to characterize the
flow. For gases, microfluid mechanics has been studied by incor-
porating slip boundary conditions, thermal creep, viscous dissi-
pation as well as compressibility effects into the continuum
equations of motion. Molecular-based models have also been
attempted for certain ranges of the operating parameters. Use
is made of the well-developed kinetic theory of gases, embodied
in the Boltzmann equation, and direct simulation methods such
as Monte Carlo. Microfluid mechanics of liquids is more com-
plicated. The molecules are much more closely packed at nor-
mal pressures and temperatures, and the attractive or cohesive
potential between the liquid molecules as well as between the
liquid and solid ones plays a dominant role if the characteristic
length of the flow is sufficiently small. In cases when the tradi-
tional continuum model fails to provide accurate predictions or
postdictions, expensive molecular dynamics simulations seem
to be the only first-principle approach available to rationally
characterize liquid flows in microdevices. Such simulations are
not yet feasible for realistic flow extent or number of molecules.
As a consequence, the microfluid mechanics of liquids is much
less developed than that for gases.

2.2 Fluid Modeling. There are basically two ways of
modeling a flow field. Either as the fluid really is, a collection
of molecules, or as a continuum where the matter is assumed
continuous and indefinitely divisible. The former modeling
is subdivided into deterministic methods and probabilistic
ones, while in the latter approach the velocity, density, pres-
sure, etc., are defined at every point in space and time, and
conservation of mass, energy and momentum lead to a set of
nonlinear partial differential equations (Euler, Navier-
Stokes, Burnett, etc.). Fluid modeling classification is de-
picted schematically in Fig. 2.
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Fig. 2 Molecular and continuum flow models

The continuum model, embodied in the Navier-Stokes equa-
tions, is applicable to numerous flow situations. The model
ignores the molecular nature of gases and liquids and regards
the fluid as a continuous medium describable in terms of the
spatial and temporal variations of density, velocity, pressure,
temperature and other macroscopic flow quantities. For dilute
gas flows near equilibrium, the Navier-Stokes equations are
derivable from the molecularly-based Boltzmann equation, but
can also be derived independently of that for both liquids and
gases. In the case of direct derivation, some empiricism is neces-
sary to close the resulting indeterminate set of equations. The
continuum model is easier to handle mathematically (and is
also more familiar to most fluid dynamists) than the alternative
molecular models. Continuum models should therefore be used
as long as they are applicable. Thus, careful considerations of
the validity of the Navier-Stokes equations and the like are in
order.

Basically, the continuum model leads to fairly accurate pre-
dictions as long as local properties such as density and velocity
can be defined as averages over elements large compared with
the microscopic structure of the fluid but small enough in com-
parison with the scale of the macroscopic phenomena to permit
the use of differential calculus to describe them. Additionally,
the flow must not be too far from thermodynamic equilibriom.
The former condition is almost always satisfied, but it is the
latter which usually restricts the validity of the continuum equa-
tions. As will be seen in Section 2.3, the continuum flow equa-
tions do not form a determinate set. The shear stress and heat
flux must be expressed in terms of lower-order macroscopic
quantities such as velocity and temperature, and the simplest
(i.e., linear) relations are valid only when the flow is near
thermodynamic equilibrium. Worse yet, the traditional no-slip
boundary condition at a solid-fluid interface breaks down even
before the linear stress-strain relation becomes invalid.

To be more specific, we temporarily restrict the discussion
to gases where the concept of mean free path is well defined.
Liquids are more problematic and we defer their discussion to
Section 2.7. For gases, the mean free path £ is the average
distance traveled by molecules between collisions. For an ideal
gas modeled as rigid spheres, the mean free path is related to
temperature T and pressure p as follows

P S -
‘ \/57['1’10'2 \/Ewpaz

where # is the number density (number of molecules per unit
volume), o is the molecular diameter, and £ is the Boltzmann
constant.

The continuum model is valid when £ is much smaller than
a characteristic flow dimension L. As this condition is violated,
the flow is no longer near equilibrium and the linear relation

(1)

MARCH 1999, Vol. 121 / 7

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



between stress and rate of strain and the no-slip velocity condi-
tion are no longer valid. Similarly, the linear relation between
heat flux and temperature gradient and the no-jump temperature
condition at a solid-fluid interface are no longer accurate when
L is not much smaller than L.

The length-scale L can be some overall dimension of the
flow, but a more precise choice is the scale of the gradient of
a macroscopic quantity, as for example the density p,

3]

The ratio between the mean free path and the characteristic
length is known as the Knudsen number

[+

L= (2)

e

L»;
Kn = —

I 3)

and generally the traditional continuum approach is valid, albeit
with modified boundary conditions, as long as Kn < 0.1.

There are two more important dimensionless parameters in
fluid mechanics, and the Knudsen number can be expressed in
terms of those two. The Reynolds number is the ratio of inertial
forces to viscous ones

4)

where v, is a characteristic velocity, and » is the kinematic
viscosity of the fluid. The Mach number is the ratio of flow
velocity to the speed of sound

Vo

Ma = —
A

(5)

The Mach number is a dynamic measure of fluid compressibility
and may be considered as the ratio of inertial forces to elastic
ones. From the kinetic theory of gases, the mean free path is
related to the viscosity as follows

U

vV =—=

1o,
p 2

(6)

where y is the dynamic viscosity, and 7,, is the mean molecular
speed which is somewhat higher than the sound speed a,,

_ 8
Um = - a{l
Yy

where v is the specific heat ratio (i.e. the isentropic exponent).
Combining Equations (3)—(7), we reach the required relation

Koo [7y Ma
2 Re

In boundary layers, the relevant length-scale is the shear-
layer thickness 6, and for laminar flows

S
L

(D

(8)

€

zl-

Ma Ma
Kn ~ — ~—
R€5 \/&

where Re;s is the Reynolds number based on the freestream
velocity v, and the boundary layer thickness &, and Re is based
on v, and the streamwise length-scale L.

Rarefied gas flows are in general encountered in flows in
small geometries such as MEMS devices and in low-pressure
applications such as high-altitude flying and high-vacuum gad-
gets. The local value of Knudsen number in a particular flow

(10)
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Fig. 3 Knudsen number regimes

determines the degree of rarefaction and the degree of validity
of the continuum model. The different Knudsen number regimes
are determined empirically and are therefore only approximate
for a particular flow geometry. The pioneering experiments in
rarefied gas dynamics were conducted by Knudsen in 1909. In
the limit of zero Knudsen number, the transport terms in the
continuum momentum and energy equations are negligible and
the Navier-Stokes equations then reduce to the inviscid Euler
equations. Both heat conduction and viscous diffusion and dissi-
pation are negligible, and the flow is then approximately isen-
tropic (i.e., adiabatic and reversible) from the continuum view-
point while the equivalent molecular viewpoint is that the veloc-
ity distribution function is everywhere of the local equilibrium
or Maxwellian form. As Kn increases, rarefaction effects be-
come more important, and eventually the continuum approach
breaks down altogether. The different Knudsen number regimes
are depicted in Fig. 3, and can be summarized as follows

Euler equations (neglect molecular diffusion):
Kn — 0 (Re — x)
Navier-Stokes equations with no-slip boundary conditions:
Kn = 107°
Navier-Stokes equations with slip boundary conditions:
1072 = Kn = 107!
107" = Kn = 10
Kn > 10

Transition regime:
Free-molecule flow:

We will return to those regimes in the following subsections.
As an example, consider air at standard temperature (T =
288 K) and pressure (p = 1.01 X 10° N/m?). A cube one
micron to the side contains 2.54 X 107 molecules separated by
an average distance of 0.0034 micron. The gas is considered
dilute if the ratio of this distance to the molecular diameter
exceeds 7, and in the present example this ratio is 9, barely
satisfying the dilute gas assumption. The mean free path com-
puted from Eq. (1) is £ = 0.065 pum. A microdevice with
characteristic length of 1 um would have Kn = 0.065, which
is in the slip-flow regime. At lower pressures, the Knudsen
number increases. For example, if the pressure is 0.1 atm and
the temperature remains the same, Kn = 0.65 for the same I-
pm device, and the flow is then in the transition regime. There
would still be over 2 million molecules in the same one-micron
cube, and the average distance between them would be 0.0074
wm. The same device at 100 km altitude would have Kn = 3
X 10*, well into the free-molecule flow regime. Knudsen num-
ber for the flow of a light gas like helium is about 3 times larger
than that for air flow at otherwise the same conditions.
Consider a long microchannel where the entrance pressure is
atmospheric and the exit conditions are near vacuum. As air
goes down the duct, the pressure and density decrease while
the velocity, Mach number and Knudsen number increase. The
pressure drops to overcome viscous forces in the channel. If
isothermal conditions prevail, density also drops and conserva-
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tion of mass requires the flow to accelerate down the constant-
area tube. (More likely the flow will be somewhere in between
isothermal and adiabatic, Fanno flow. In that case both density
and temperature decrease downstream, the former not as fast
as in the isothermal case. None of that changes the qualitative
arguments made in the example.) The fluid acceleration in turn
affects the pressure gradient, resulting in a nonlinear pressure
drop along the channel. The Mach number increases down the
tube, limited only by choked-flow condition (Ma = 1). Addi-
tionally, the normal component of velocity is no longer zero.
With lower density, the mean free path increases and Kn corre-
spondingly increases. All flow regimes depicted in Fig. 3 may
occur in the same tube: continuum with no-slip boundary condi-
tions, slip-flow regime, transition regime and free-molecule
flow. The air flow may also change from incompressible to
compressible as it moves down the microduct. A similar sce-
nario may take place if the entrance pressure is, say, 5 atm,
while the exit is atmospheric. This deceivingly simple duct flow
may in fact manifest every single complexity discussed in this
section.

In the following six subsections, we discuss in turn the Na-
vier-Stokes equations, compressibility effects, boundary condi-
tions, molecular-based models, liquid flows and surface phe-
nomena.

2.3 Continuum Model. We recall in this subsection the
traditional conservation relations in fluid mechanics. No deriva-
tion is given here and the reader is referred to any advanced
textbook in fluid mechanics, e.g., Batchelor (1967), Landau and
Lifshitz (1987), Sherman (1990), Kundu (1990), and Panton
(1996). In here, instead, we emphasize the precise assumptions
needed to obtain a particular form of those equations. A contin-
uum fluid implies that the derivatives of all the dependent vari-
ables exist in some reasonable sense. In other words, local
properties such as density and velocity are defined as averages
over elements large compared with the microscopic structure
of the fluid but small enough in comparison with the scale of
the macroscopic phenomena to permit the use of differential
calculus to describe them. As mentioned earlier, such conditions
are almost always met. For such fluids, and assuming the laws
of non-relativistic mechanics hold, the conservation of mass,
momentum and energy can be expressed at every point in space
and time as a set of partial differential equations as follows

op
LL-a = 1
a5 (pur) (11)
Ou; Ou; Ooy
Ty ) = EE gy 12
< ot e axk) 6xk rE ( )
Oe e gy Ou;
— 4y, — - == ; — 13
p< Bt * axk> 8xk . 8xk ( )

where p is the fluid density, u, is an instantaneous velocity
component (u, v, w), oy is the second-order stress tensor
(surface force per unit area), and g; is the body force per
unit mass, e is the internal energy, and g, is the sum of heat
flux vectors due to conduction and radiation. The independent
variables are time 7 and the three spatial coordinates x;, x;
and x; or (x, y, z).

Equations (11}, (12), and (13) constitute 5 differential equa-
tions for the 17 unknowns p, u;, oy, ¢, and g;. Absent any
body couples, the stress tensor is symmetric having only six
independent components, which reduces the number of un-
knowns to 14. Obviously, the continuum flow equations do not
form a determinate set. To close the conservation equations,
relation between the stress tensor and deformation rate, relation
between the heat flux vector and the temperature field and ap-
propriate equations of state relating the different thermodynamic
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properties are needed. The stress-rate of strain relation and the
heat flux-temperature relation are approximately linear if the
flow is not too far from thermodynamic equilibrium. This is a
phenomenological result but can be rigorously derived from the
Boltzmann equation for a dilute gas assuming the flow is near
equilibrium (see Section 2.6). For a Newtonian, isotropic, Fou-
rier, ideal gas, for example, those relations read

Ou;  Ouy Ou;
o PO M( (9xk a.x,' ) ( ax,- ) . ( )

or o
g; = —k — + Heat flux due to radiation
Xi

(15)

de =c¢,dl and p=pRT (16)

where p is the thermodynamic pressure, 4 and N are the first
and second coefficients of viscosity, respectively, 6,; is the unit
second-order tensor ( Kronecker delta), « is the thermal conduc-
tivity, T'is the temperature field, c, is the specific heat at constant
volume, and ‘R is the gas constant which is given by the Boltz-
mann constant divided by the mass of an individual molecule
(k = mR). (Newtonian implies a linear relation between the
stress tensor and the symmetric part of the deformation tensor
(rate of strain tensor). The isotropy assumption reduces the 81
constants of proportionality in that linear relation to two con-
stants. Fourier fluid is that for which the conduction part of the
heat flux vector is linearly related to the temperature gradient,
and again isotropy implies that the constant of proportionality
in this relation is a single scalar.) The Stokes’ hypothesis relates
the first and second coefficients of viscosity thus A + %/.L =0,
although the validity of this assumption for other than dilute,
monatomic gases has occasionally been questioned (Gad-el-
Hak, 1995). With the above constitutive relations and neglect-
ing radiative heat transfer (a reasonable assumption when deal-
ing with low to moderate temperatures since the radiative heat
flux is proportional to T*), Equations (11), (12), and (13),
respectively, read

QP_ + i (pu) = 0
8xk

ot an

) + bk %] (18)
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The three components of the vector equation (18) are the Na-
vier-Stokes equations expressing the conservation of momen-
tum for a Newtonian fluid. In the thermal energy equation (19),
¢ is the always positive (as required by the Second Law of
thermodynamics) dissipation function expressing the irrevers-
ible conversion of mechanical energy to internal energy as a
result of the deformation of a fluid element. The second term
on the right-hand side of (19) is the reversible work done (per
unit time) by the pressure as the volume of a fluid material
element changes. For a Newtonian, isotropic fluid, the viscous
dissipation rate is given by

v Our Ou\? 6u,>2
=l =—+—] + M
¢ 2“( axk 5x,- ) ( (3x,»

There are now six unknowns, p, u;, p and T, and the five
coupled equations (17), (18), and (19) plus the equation of

(20)
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state relating pressure, density and temperature. These six equa-
tions together with sufficient number of initial and boundary
conditions constitute a well-posed, albeit formidable, problem.
The system of equations (17)-(19) is an excellent model for
the laminar or turbulent flow of most fluids such as air and water
under many circumstances, including high-speed gas flows for
which the shock waves are thick relative to the mean free path
of the molecules. (This condition is met if the shock Mach
number is less than 2.)

Considerable simplification is achieved if the flow is assumed
incompressible, usually a reasonable assumption provided that
the characteristic flow speed is less than 0.3 of the speed of
sound. (Although as will be demonstrated in the following sub-
section, there are circumstances when even a low-Mach-number
flow should be treated as compressible.) The incompressibility
assumption is readily satisfied for almost all liquid flows and
many gas flows. In such cases, the density is assumed either a
constant or a given function of temperature (or species concen-
tration). (Within the so-called Boussinesq approximation, den-
sity variations have negligible effect on inertia but are retained
in the buoyancy terms. The incompressible continuity equation
is therefore used.) The governing equations for such flow are

Ouy
ax %

=0 (21)

% +u %
P ot , Oxy,
8]) 0 au,' 6I/lk
=L T ZE+ ) |+ e (22
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where ¢iycomp 1S the incompressible limit of Eq. (20). These are
now five equations for the five dependent variables u;, p and
T. Note that the left-hand side of Eq. (23) has the specific
heat at constant pressure ¢, and not ¢,. It is the convection of
enthalpy—and not internal energy—that is balanced by heat
conduction and viscous dissipation. This is the correct incom-
pressible-flow limit—of a compressible fluid—as discussed in
detail in Section 10.9 of Panton (1996); a subtle point perhaps
but one that is frequently misinterpreted in textbooks. The sys-
tem of equations (21)—(23) is coupled if either the viscosity
or density depends on temperature, otherwise the energy equa-
tion is uncoupled from the continuity and momentum equations
and can therefore be solved after the velocity and pressure fields
are determined.

For both the compressible and the incompressible equations
of motion, the transport terms are neglected away from solid
walls in the limit of infinite Reynolds number (Kn — 0). The
fluid is then approximated as inviscid and non-conducting, and
the corresponding equations read (for the compressible case)

dp 0
242 =0 24
o o (pu) (24)
Ou; Ou; Op
Lt =— =+ pg 25
p( o M 8xk> ox, P8 (23)
or or Oy
| —+u—)=—-p_— 26
pe < ot e 8xk> p Ox (26)

The Euler equation (25) can be integrated along a streamline
and the resulting Bernoulli’s equation provides a direct relation
between the velocity and pressure.
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24 Compressibility. The issue of whether to consider the
continuum flow compressible or incompressible seems to be
rather straightforward, but is in fact full of potential pitfalls. If
the local Mach number is less than 0.3, then the flow of a
compressible fluid like air can—according to the conventional
wisdom—be treated as incompressible. But the well-known Ma
< 0.3 criterion is only a necessary not a sufficient one to allow
treatment of the flow as approximately incompressible. In other
words, there are situations where the Mach number can be
exceedingly small while the flow is compressible. As is well
documented in heat transfer textbooks, strong wall heating or
cooling may cause the density to change sufficiently and the
incompressible approximation to break down, even at low
speeds. Less known is the situation encountered in some micro-
devices where the pressure may strongly change due to viscous
effects even though the speeds may not be high enough for
the Mach number to go above the traditional threshold of 0.3.
Corresponding to the pressure changes would be strong density
changes that must be taken into account when writing the con-
tinuum equations of motion. In this section, we systematically
explain all situations relevant to MEMS where compressibility
effects must be considered. (Two other situations where com-
pressibility effects must also be considered are length-scales
comparable to the scale height of the atmosphere and rapidly
varying flows as in sound propagation (see Lighthill, 1963).
Neither of these situations is likely to be encountered in micro-
devices.)

Let us rewrite the full continuity equation (11) as follows

Dp , , 0u

=0
Dt P Bxk

(27)

where D/Dt is the substantial derivative (8/0t + u,0/0x;),
expressing changes following a fluid element. The proper crite-
rion for the incompressible approximation to hold is that
(1/p)(Dp! Dt) is vanishingly small. In other words, if density
changes following a fluid particle are small, the flow is approxi-
mately incompressible. Density may change arbitrarily from
one particle to another without violating the incompressible
flow assumption. This is the case for example in the stratified
atmosphere and ocean, where the variable-density/temperature/
salinity flow is often treated as incompressible.

From the state principle of thermodynamics, we can express
the density changes of a simple system in terms of changes in
pressure and temperature,

p=pp,T) (28)
Using the chain rule of calculus,
1 D D, DT
e vp 8= (29)

61
p Dt Dt Dt

where a and [ are, respectively, the isothermal compressibility
coefficient and the bulk expansion coefficient—two thermody-
namic variables that characterize the fluid susceptibility to
change of volume—which are defined by the following rela-
tions

1
a(p, T) = 192 (30)
poplr
__1op
so. 1=~ 50 31)

For ideal gases, @ = 1/p, and 8 = 1/T. Note, however, that
in the following arguments it will not be necessary to invoke
the ideal gas assumption.
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The flow must be treated as compressible if pressure and/or
temperature changes are sufficiently strong. Equation (29) must
of course be properly nondimensionalized before deciding
whether a term is large or small. In here, we follow closely the
procedure detailed in Panton (1996).

Consider first the case of adiabatic walls. Density is normal-
ized with a reference value p,,, velocities with a reference speed
v,, spatial coordinates, and time with, respectively, L and L/v,,
the isothermal compressibility coefficient and bulk expansion
coefficient with reference values «, and (,. The pressure is
nondimensionalized with the inertial pressure-scale p,v2. This
scale is twice the dynamic pressure, i.e., the pressure change as
an inviscid fluid moving at the reference speed is brought to
rest.

Temperature changes for the case of adiabatic walls result
from the irreversible conversion of mechanical energy into in-
ternal energy via viscous dissipation. Temperature is therefore
nondimensionalized as follows

_I-L (32)

2 2
(/Jlov{)> Pr<h>
Ko Cp,

where T, is a reference temperature, ,, k,, and ¢, are, respec-
tively, reference viscosity, thermal conductivity and specific
heat at constant pressure, and Pr is the reference Prandtl num-
ber, (i, )/ Ko-

In the present formulation, the scaling used for pressure is
based on the Bernoulli’s equation, and therefore neglects vis-
cous effects. This particular scaling guarantees that the pressure
term in the momentum equation will be of the same order
as the inertia term. The temperature scaling assumes that the
conduction, convection and dissipation terms in the energy
equation have the same order of magnitude. The resulting di-
mensionless form of Eq. (29) reads

S Y

1 Dp*

p* Dr*

Dp*  Pr B@* DT*

where the superscript * indicates a nondimensional quantity, Ma
is the reference Mach number, and A and B are dimensionless
constants defined by A = a.p,¢, T,, and B = B,T,. If the

scaling is properly chosen, the terms having the * superscript
in the right-hand side should be of order one, and the relative
importance of such terms in the equations of motion is deter-
mined by the magnitude of the dimensionless parameter(s) ap-
pearing to their left, e.g. Ma, Pr, etc. Therefore, as Ma* — 0,
temperature changes due to viscous dissipation are neglected
(unless Pr is very large, as for example in the case of highly
viscous polymers and oils). Within the same order of approxi-
mation, all thermodynamic properties of the fluid are assumed
constant.

Pressure changes are also neglected in the limit of zero Mach
number. Hence, for Ma < 0.3 (i.e. Ma® < 0.09), density
changes following a fluid particle can be neglected and the flow
can then be approximated as incompressible. (With an error of
about 10% at Ma = 0.3, 4% at Ma = 0.2, 1% at Ma = 0.1,
and so on.) However, there is a caveat in this argument. Pressure
changes due to inertia can indeed be neglected at small Mach
numbers and this is consistent with the way we nondimension-
alized the pressure term above, If, on the other hand, pressure
changes are mostly due to viscous effects, as is the case for
example in a long duct or a gas bearing, pressure changes may
be significant even at low speeds (low Ma). In that case the
term Dp */ Dt* in Eq. (33) is no longer of order one, and may
be large regardless of the value of Ma. Density then may change
significantly and the flow must be treated as compressible. Had
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pressure been nondimensionalized using the viscous scale ( u,v,/
L) instead of the inertial one (p,v2), the revised equation (33)
would have Re™' appearing explicitly in the first term in the
right-hand side, accentuating the importance of this term when
viscous forces dominate.

A similar result can be gleaned when the Mach number is
interpreted as follows

(34)

a; " op po Op po Ap  p,

ot oy 02| 00 _Bp o B
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where s is the entropy. Again, the above equation assumes that
pressure changes are inviscid, and therefore small Mach number
means negligible pressure and density changes. In a flow domi-
nated by viscous effects—such as that inside a microduct—
density changes may be significant even in the limit of zero
Mach number.

Identical arguments can be made in the case of isothermal
walls. Here strong temperature changes may be the result of
wall heating or cooling, even if viscous dissipation is negligible.
The proper temperature scale in this case is given in terms of
the wall temperature 7,, and the reference temperature 7, as
follows

T - T(J
Tw - Tn

T = (35)

where T is the new dimensionless temperature. The nondimen-
sional form of Eq. (29) now reads

l Dp* Dp* T, T,\ DT
— p‘,Z%Maza* p,-ﬁ*B ——>—
p* Dt* Dt* T, Drt#

(36)

Here we notice that the temperature term is different from that
in Eq. (33). Ma is no longer appearing in this term, and strong
temperature changes, i.e., large (7, — T,)/T,, may cause strong
density changes regardless of the value of the Mach number.
Additionally, the thermodynamic propetrties of the fluid are not
constant but depend on temperature, and as a result, the continu-
ity, momentum and energy equations are all coupled. The pres-
sure term in Eq. (36), on the other hand, is exactly as it was
in the adiabatic case and the same arguments made before apply:
the flow should be considered compressible if Ma > 0.3, or if
pressure changes due to viscous forces are sufficiently large.

Experiments in gaseous microducts confirm the above argu-
ments. For both low- and high-Mach-number flows, pressure
gradients in long microchannels are non-constant, consistent
with the compressible flow equations. Such experiments were
conducted by, among others, Prud’homme et al. (1986), Pfahler
et al. (1991), van den Berg et al. (1993), Liu et al. (1993;
1995), Pong et al. (1994), Harley et al. (1995), Piekos and
Breuer (1996), Arkilic (1997), and Arkilic et al. (1995; 1997a;
1997b). Sample results will be presented in the following sub-
section.

There is one last scenario in which significant pressure and
density changes may take place without viscous or inertial ef-
fects. That is the case of quasi-static compression/expansion of
a gas in, for example, a piston-cylinder arrangement. The re-
sulting compressibility effects are, however, compressibility of
the fluid and not of the flow.

2.5 Boundary Conditions. The equations of motion de-
scribed in Section 2.3 require a certain number of initial and
boundary conditions for proper mathematical formulation of
flow problems. In this subsection, we describe the boundary
conditions at a fluid-solid interface. Boundary conditions in the
inviscid flow theory pertain only to the velocity component
normal to a solid surface. The highest spatial derivative of ve-
locity in the inviscid equations of motion is first-order, and only
one velocity boundary condition at the surface is admissible.
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The normal velocity component at a fluid-solid interface is spec-
ified, and no statement can be made regarding the tangential
velocity component. The normal-velocity condition simply
states that a fluid-particle path cannot go through an imperme-
able wall. Real fluids are of course viscous and the correspond-
ing momentum equation has second-order derivatives of veloc-
ity, thus requiring an additional boundary condition on the ve-
locity component tangential to a solid surface.

Traditionally, the no-slip condition at a fluid-solid interface
is enforced in the momentum equation and an analogous no-
temperature-jump condition is applied in the energy equation.
The notion underlying the no-slip/no-jump condition is that
within the fluid there cannot be any finite discontinuities of
velocity/temperature. Those would involve infinite velocity/
temperature gradients and so produce infinite viscous stress/
heat flux that would destroy the discontinuity in infinitesimal
time. The interaction between a fluid particle and a wall is
similar to that between neighboring fluid particles, and therefore
no discontinuities are allowed at the fluid-solid interface either.
In other words, the fluid velocity must be zero relative to the
surface and the fluid temperature must equal to that of the
surface. But strictly speaking those two boundary conditions
are valid only if the fluid flow adjacent to the surface is in
thermodynamic equilibrium. This requires an infinitely high
frequency of collisions between the fluid and the solid surface.
In practice, the no-slip/no-jump condition leads to fairly accu-
rate predictions as long as Kn < 0.001 (for gases). Beyond
that, the collision frequency is simply not high enough to ensure
equilibrium and a certain degree of tangential-velocity slip and
temperature jump must be allowed. This is a case frequently
encountered in MEMS flows, and we develop the appropriate
relations in this subsection.

For both liquids and gases, the linear Navier boundary condi-
tion empirically relates the tangential velocity slip at the wall
Aul,, to the local shear

Ou

al. O

AM|W = Ugtid — Uwa = L

where L, is the constant slip length, and 6u/dy|, is the strain
rate computed at the wall. In most practical situations, the slip
length is so small that the no-slip condition holds. In MEMS
applications, however, that may not be the case. Once again we
defer the discussion of liquids to Section 2.7, and focus for now
on gases.

Assuming isothermal conditions prevail, the above slip rela-
tion has been rigorously derived by Maxwell (1879) from con-
siderations of the kinetic theory of dilute, monatomic gases.
Gas molecules, modeled as rigid spheres, continuously strike
and reflect from a solid surface, just as they continuously collide
with each other. For an idealized perfectly smooth (at the molec-
ular scale) wall, the incident angle exactly equals the reflected
angle and the molecules conserve their tangential momentum
and thus exert no shear on the wall. This is termed specular
reflection and results in perfect slip at the wall. For an extremely
rough wall, on the other hand, the molecules reflect at some
random angle uncorrelated with their entry angle. This perfectly
diffuse reflection results in zero tangential-momentum for the
reflected fluid molecules to be balanced by a finite slip velocity
in order to account for the shear stress transmitted to the wall.
A force balance near the wall leads to the following expression
for the slip velocity

(38)

where £ is the mean free path. The right-hand side can be
considered as the first term in an infinite Taylor series, sufficient
if the mean free path is relatively small enough. The equation

12 / Vol. 121, MARCH 1999

above states that significant slip occurs only if the mean velocity
of the molecules varies appreciably over a distance of one mean
free path. This is the case, for example, in vacuum applications
and/or flow in microdevices. The number of collisions between
the fluid molecules and the solid in those cases is not large
enough for even an approximate flow equilibrium to be estab-
lished. Furthermore, additional (nonlinear) terms in the Taylor
series would be needed as £ increases and the flow is further
removed from the equilibrium state.

For real walls some molecules reflect diffusively and some
reflect specularly. In other words, a portion of the momentum
of the incident molecules is lost to the wall and a (typically
smaller) portion is retained by the reflected molecules. The
tangential-momentum-accommodation coefficient o, is defined
as the fraction of molecules reflected diffusively. This coeffi-
cient depends on the fluid, the solid and the surface finish,
and has been determined experimentally to be between 0.2—0.8
(Thomas and Lord, 1974; Seidl and Steiheil, 1974; Porodnov
et al.,, 1974; Arkilic et al., 1997b; Arkilic, 1997), the lower
limit being for exceptionally smooth surfaces while the upper
limit is typical of most practical surfaces. The final expression
derived by Maxwell for an isothermal wall reads

2 — O’U au
T, dy

Upas — Uwal = (39)

For o, = 0, the slip velocity is unbounded, while for o, = 1,
Eq. (39) reverts to (38).

Similar arguments were made for the temperature-jump
boundary condition by von Smoluchowski (1898). For an ideal
gas flow in the presence of wall-normal and tangential tempera-
ture gradients, the complete slip-flow and temperature-jump
boundary conditions read

s 3 Pr
ugas — Uy = (7 (_qx)w
2RTgas 4 YP RTE“
P
2 —
= T £ <%) + § s <6T> (40)
Oy y w 4 Ed5 ax w
2—o0p|2(y—1 1
Tgas - Twall = ! l: (7 ):l
ar (y+1)

:2 O’T[ 2y :l <6T> (1)
or (y+ 1) dy

where x and y are the streamwise and normal coordinates, p
and y are respectively the fluid density and viscosity, ? is the
gas constant, Ty, is the temperature of the gas adjacent to the
wall, T, is the wall temperature, 7, is the shear stress at the
wall, Pr is the Prandtl number, vy is the specific heat ratio, and
(g.). and (gq,),, are, respectively, the tangential and normal heat
flux at the wall.

The tangential-momentum-accommodation coefficient o, and
the thermal-accommodation coefficient o are given by, respec-
tively,

Ti — Tr

o, = (42)
Ty — Tw
dE;, — dE,
i i 4 43
7T = 4E, - dE, (43)

where the subscripts i, r, and w stand for, respectively, incident,
reflected and solid wall conditions, 7 is a tangential momentum
flux, and dE is an energy flux.
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The second term in the right-hand side of Eq. (40) is the
thermal creep which generates slip velocity in the fluid opposite
to the direction of the tangential heat flux, i.e., flow in the
direction of increasing temperature. At sufficiently high Knud-
sen numbers, streamwise temperature gradient in a conduit leads
to a measurable pressure gradient along the tube. This may be
the case in vacuum applications and MEMS devices. Thermal
creep is the basis for the so-called Knudsen pump—a device
with no moving parts—in which rarefied gas is hauled from
one cold chamber to a hot one. (The terminology Knudsen
pump has been used by, for example, Vargo and Muntz (1996),
but according to Loeb (1961), the original experiments demon-
strating such pump were carried out by Osborne Reynolds.)
Clearly, such pump performs best at high Knudsen numbers,
and is typically designed to operate in the free-molecule flow
regime.

In dimensionless form, Egs. (40) and (41), respectively, read

— *®
— 2 *
+i(y 1) Kn*Re [/ 8T (44)
2r y Ec ox* /
_ *
Th — Ty = 2200 | 2y | Ko (0T )
or (y+ 1) | Pr\oy*/,

where the superscript * indicates dimensionless quantity, Kn is
the Knudsen number, Re is the Reynolds number, and Ec is the
Eckert number defined by

2
4 TD
Be = —-= (y = 1) 15 Ma®

¢, AT A (46)
where v, is a reference velocity, AT = (Tys — T,), and 7, is a
reference temperature. Note that very low values of o, and o7
lead to substantial velocity slip and temperature jump even for
flows with small Knudsen number.

The first term in the right-hand side of Eq. (44 ) is first-order
in Knudsen number, while the thermal creep term is second-
order, meaning that the creep phenomenon is potentially sig-
nificant at large values of the Knudsen number. Equation (45)
is first-order in Kn. Using Egs. (8) and (46), the thermal creep
term in Eq. (44) can be rewritten in terms of AT and Reynolds

number. Thus,
_ * *
o, Kn Ou + 3 ATL BT‘ (47)
o, oy*/, 4 T, Re\ox*/,

u;as - u\ﬁnll =

It is clear that large temperature changes along the surface or
low Reynolds numbers lead to significant thermal creep.

The continuum Navier-Stokes equations with no-slip/no-
temperature jump boundary conditions are valid as long as the
Knudsen number does not exceed 0.001. First-order slip/tem-
perature-jump boundary conditions should be applied to the
Navier-Stokes equations in the range of 0.001 < Kn < 0.1,
The transition regime spans the range of 0.1 < Kn < 10, and
second-order or higher slip/temperature-jump boundary condi-
tions are applicable there. Note, however, that the Navier-Stokes
equations are first-order accurate in Kn as will be shown in
Section 2.6, and are themselves not valid in the transition re-
gime. Either higher-order continuum equations, e.g., Burnett
equations, should be used there or molecular modeling should
be invoked, abandoning the continuum approach altogether.

For isothermal walls, Beskok (1994 ) derived a higher-order
slip-velocity condition as follows

Journal of Fluids Engineering

Ugas — Uwall

2—0o,] [ 6u L2 ( 8%u
= Ly — + — | —
UU 8_)7 w 2' 6y g w

23 3
+L— 6?) + ... (48)
3\ /,

Attempts to implement the above slip condition in numerical
simulations are rather difficult. Second-order and higher deriva-
tives of velocity cannot be computed accurately near the wall.
Based on asymptotic analysis, Beskok (1996) and Beskok and
Karniadakis (1994; 1998) proposed the following alternative
higher-order boundary condition for the tangential velocity, in-
cluding the thermal creep term,

_2~o0, Kn ou*
o, 1 —bKn\dy*/,

— 2 *
L3 -DKn Re<a_T_> (49)
2r vy Ec ox* J

where b is a high-order slip coefficient determined from the
presumably known no-slip solution, thus avoiding the computa-
tional difficulties mentioned above. If this high-order slip coef-
ficient is chosen as b = u},/2u,,, where the prime denotes deriva-
tive with respect to y and the velocity is computed from the no-
slip Navier-Stokes equations, Eq. (49) becomes second-order
accurate in Knudsen number. Beskok’s procedure can be ex-
tended to third- and higher-orders for both the slip-velocity and
thermal creep terms.

Similar arguments can be applied to the temperature-jump
boundary condition, and the resulting Taylor series reads in
dimensionless form (Beskok, 1996),

2-or 2y 1 6T*)
~ Tha = | = —
Yo [<v+1>}Pr[K“<ay* v

Kn? [ 0%T*
+ —2'— <_6y*2>w + .. ] (50)

s — uda

T

Again, the difficulties associated with computing second- and
higher-order derivatives of temperature are alleviated using an
identical procedure to that utilized for the tangential velocity
boundary condition.

Several experiments in low-pressure macroducts or in micro-
ducts confirm the necessity of applying slip boundary condition
at sufficiently large Knudsen numbers. Among them are those
conducted by Knudsen (1909), Pfahler at al. (1991), Tison
(1993), Liu et al. (1993; 1995), Pong et al. (1994), Arkilic et
al. (1995), Harley et al. (1995), and Shih et al. (1995; 1996).
The experiments are complemented by the numerical simula-
tions carried out by Beskok (1994; 1996), Beskok and Karnia-
dakis (1994; 1998), and Beskok et al. (1996). Here we present
selected examples of the experimental and numerical results.

Tison (1993) conducted pipe flow experiments at very low
pressures. His pipe has a diameter of 2 mm and a length-to-
diameter ratio of 200. Both inlet and outlet pressures were varied
to yield Knudsen number in the range of Kn = 0-200. Figure
4 shows the variation of mass flowrate as a function of (p? —
p?), where p; is the inlet pressure and p, is the outlet pressure.
(The original data in this figure were acquired by S. A. Tison
and plotted by Beskok et al. (1996).) The pressure drop in this
rarefied pipe flow is nonlinear, characteristic of low-Reynolds-
number, compressible flows. Three distinct flow regimes are
identified: (1) slip flow regime, 0 < Kn < 0.6; (2) transition
regime, 0.6 < Kn < 17, where the mass flowrate is almost
constant as the pressure changes; and (3) free-molecule flow,
Kn > 17. Note that the demarkation between these three re-
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Fig. 4 Variation of mass flowrate as a function of {p? — p2). Original
data acquired by S. A. Tison and plotted by Beskok et al. (1996).

gimes is slightly different from that mentioned in Section 2.2.
As stated, the different Knudsen number regimes are determined
empirically and are therefore only approximate for a particular
flow geometry.

Shih et al. (1995) conducted their experiments in a micro-
channel using helium as a fluid. The inlet pressure varied but
the duct exit was atmospheric. Microsensors where fabricated
in-situ along their MEMS channel to measure the pressure.
Figure 5 shows their measured mass flowrate versus the inlet
pressure. The data are compared to the no-slip solution and
the slip solution using three different values of the tangential-
momentum-accommodation coefficient, 0.8, 0.9 and 1.0. The
agreement is reasonable with the case o, = 1.0, indicating per-
haps that the channel used by Shih et al. was quite rough on
the molecular scale. In a second experiment (Shih et al., 1996),
nitrous oxide was used as the fluid. The square of the pressure
distribution along the channel is plotted in Fig. 6 for five differ-
ent inlet pressures. The experimental data (symbols) compare
well with the theoretical predictions (solid lines). Again, the
nonlinear pressure drop shown indicates that the gas flow is
compressible. :

Arkilic (1997) provided an elegant analysis of the compress-
ible, rarefied flow in a microchannel. The results of his theory
are compared to the experiments of Pong et al. (1994) in Fig.
7. The dotted line is the incompressible flow solution, where
the pressure is predicted to drop linearly with streamwise dis-
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Fig.5 Mass flowrate versus inlet pressure in a microchannel. From Shih
et al. (1995).
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Fig. 6 Pressure distribution of nitrous oxide in a microduct. From Shih
et al. (1996).

tance. The dashed line is the compressible flow solution that
neglects rarefaction effects (assumes Kn = 0). Finally, the
solid line is the theoretical result that takes into account both
compressibility and rarefaction via slip-flow boundary condition
computed at the exit Knudsen number of Kn = 0.06. That theory
compares most favorably with the experimental data. In the
compressible flow through the constant-area duct, density de-
creases and thus velocity increases in the streamwise direction.
As a result, the pressure distribution is nonlinear with negative
curvature. A moderate Knudsen number (i.e. moderate slip)
actually diminishes, albeit rather weakly, this curvature. Thus,
compressibility and rarefaction effects lead to opposing trends,
as pointed out by Beskok et al. (1996).

2.6 Molecular-Based Models. In the continuum models
discussed in Section 2.3, the macroscopic fluid properties are
the dependent variables while the independent variables are
the three spatial coordinates and time. The molecular models
recognize the fluid as a myriad of discrete particles: molecules,
atoms, ions and electrons. The goal here is to determine the
position, velocity and state of all particles at all times. The
molecular approach is either deterministic or probabilistic (refer
to Fig. 2). Provided that there is a sufficient number of micro-
scopic particles within the smallest significant volume of a flow,
the macroscopic properties at any location in the flow can then
be computed from the discrete-particle information by a suitable
averaging or weighted averaging process. The present subsec-
tion discusses molecular-based models and their relation to the
continuum models previously considered.
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| =— Outlet Knudsen number = 0.06
------ Incompressible flow solution
0.8 . A . . . : )

0 0.2 04 0.6 0.8 1
Non-Dimensional Position (x)
Fig. 7 Pressure distribution in a long microchannel. The symbols are

experimental data while the solid lines are different theoretical predic-
tions. From Arkilic {1997).
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The most fundamental of the molecular models is a determin-
istic one. The motion of the molecules are governed by the
laws of classical mechanics, although, at the expense of greatly
complicating the problem, the laws of quantum mechanics can
also be considered in special circumstances. The modern molec-
ular dynamics computer simulations (MD) have been pioneered
by Alder and Wainwright (1957; 1958; 1970) and reviewed by
Ciccotti and Hoover (1986), Allen and Tildesley (1987), Haile
(1993), and Koplik and Banavar (1995). The simulation begins
with a set of N molecules in a region of space, each assigned
a random velocity corresponding to a Boltzmann distribution
at the temperature of interest. The interaction between the parti-
cles is prescribed typically in the form of a two-body potential
energy and the time evolution of the molecular positions is
determined by integrating Newton’s equations of motion. Be-
cause MD is based on the most basic set of equations, it is valid
in principle for any flow extent and any range of parameters.
The method is straightforward in principle but there are two
hurdles: choosing a proper and convenient potential for particu-
lar fluid and solid combinations, and the colossal computer
resources required to simulate a reasonable flow field extent.

For purists, the former difficulty is a sticky one. There is no
totally rational methodology by which a convenient potential
can be chosen. Part of the art of MD is to pick an appropriate
potential and validate the simulation results with experiments
or other analytical/computational results. A commonly used
potential between two molecules is the generalized Lennard-
Jones 6-12 potential, to be used in Section 2.7 and further
discussed in Section 2.8.

The second difficulty, and by far the most serious limitation
of molecular dynamics simulations, is the number of molecules
N that can realistically be modeled on a digital computer. Since
the computation of an element of trajectory for any particular
molecule requires consideration of all other molecules as poten-
tial collision partners, the amount of computation required by
the MD method is proportional to N*. Some saving in computer
time can be achieved by cutting off the weak tail of the potential
(see Fig. 12) at, say, r. = 2.50, and shifting the potential by a
linear term in » so that the force goes smoothly to zero at the
cutoff. As a result, only nearby molecules are treated as potential
collision partners, and the computation time for N molecules
no longer scales with N2,

The state of the art of molecular dynamics simulations in the
1990s is such that with a few hours of CPU time, general
purpose supercomputers can handle around 10,000 molecules.
At enormous expense, the fastest parallel machine available can
simulate around 1 million particles. Because of the extreme
diminution of molecular scales, the above translates into regions
of liquid flow of about 0.01 um (100 A) in linear size, over
time intervals of around 0.001 us, just enough for continuum
behavior to set in, for simple molecules. To simulate | s of
real time for complex molecular interactions, e.g., including
vibration modes, reorientation of polymer molecules, collision
of colloidal particles, etc., requires unrealistic CPU time mea-
sured in thousands of years.

MD simulations are highly inefficient for dilute gases where
the molecular interactions are infrequent. The simulations are
more suited for dense gases and liquids. Clearly, molecular
dynamics simulations are reserved for situations where the con-
tinuum approach or the statistical methods are inadequate to
compute from first principles important flow quantities. Slip
boundary conditions for liquid flows in extremely small devices
is such a case as will be discussed in Section 2.7.

An alternative to the deterministic molecular dynamics is the
statistical approach where the goal is to compute the probability
of finding a molecule at a particular position and state. If the
appropriate conservation equation can be solved for the proba-
bility distribution, important statistical properties such as the
mean number, momentum or energy of the molecules within
an element of volume can be computed from a simple weighted
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averaging. In a practical problem, it is such average quantities
that concern us rather than the detail for every single molecule.
Clearly, however, the accuracy of computing average quantities,
via the statistical approach, improves as the number of mole-
cules in the sampled volume increases. The kinetic theory of
dilute gases is well advanced, but that for dense gases and
liquids is much less so due to the extreme complexity of having
to include multiple collisions and intermolecular forces in the
theoretical formulation. The statistical approach is well covered
in books such as those by Kennard (1938), Hirschfelder et
al. (1954), Schaaf and Chambré (1961), Vincenti and Kruger
(1965), Kogan (1969), Chapman and Cowling (1970), Cercig-
nani ( 1988), and Bird (1994), and review articles such as those
by Kogan (1973), Muntz (1989), and Oran et al. (1998).

In the statistical approach, the fraction of molecules in a
given location and state is the sole dependent variable. The
independent variables for monatomic molecules are time, the
three spatial coordinates and the three components of molecular
velocity. Those describe a six-dimensional phase space. (The
evolution equation of the probability distribution is considered,
hence time is the 7th independent variable.) For diatomic or
polyatomic molecules, the dimension of phase space is in-
creased by the number of internal degrees of freedom. Orienta-
tion adds an extra dimension for molecules which are not spheri-
cally symmetric. Finally, for mixtures of gases, separate proba-
bility distribution functions are required for each species.
Clearly, the complexity of the approach increases dramatically
as the dimension of phase space increases. The simplest prob-
lems are, for example, those for steady, one-dimensional flow
of a simple monatomic gas.

To simplify the problem we restrict the discussion here to
monatomic gases having no internal degrees of freedom. Fur-
thermore, the fluid is restricted to dilute gases and molecular
chaos is assumed. The former restriction requires the average
distance between molecules 6 to be an order of magnitude larger
than their diameter . That will almost guarantee that all colli-
sions between molecules are binary collisions, avoiding the
complexity of modeling multiple encounters. (Dissociation and
ionization phenomena involve triple collisions and therefore
require separate treatment.) The molecular chaos restriction im-
proves the accuracy of computing the macroscopic quantities
from the microscopic information. In essence, the volume over
which averages are computed has to have sufficient number
of molecules to reduce statistical errors. It can be shown that
computing macroscopic flow properties by averaging over a
number of molecules will result in statistical fluctuations with
a standard deviation of approximately 0.1% if one million mole-
cules are used and around 3% if one thousand molecules are
used. The molecular chaos limit requires the length-scale L for
the averaging process to be at least 100 times the average dis-
tance between molecules (i.e., typical averaging over at least
one million molecules).

Figure 8, adapted from Bird (1994), shows the limits of
validity of the dilute gas approximation (6/c > 7), the contin-
uum approach (Kn < 0.1, as discussed previously in Section
2.2), and the neglect of statistical fluctuations (L/6 > 100).
Using a molecular diameter of o = 4 X 107" m as an example,
the three limits are conveniently expressed as functions of the
normalized gas density p/p, or number density n/n,, where the
reference densities p, and n, are computed at standard condi-
tions. All three limits are straight lines in the log-log plot of L
versus p/p,, as depicted in Figure 8. Note the shaded triangular
wedge inside which both the Boltzmann and Navier-Stokes
equations are valid. Additionally, the lines describing the three
limits very nearly intersect at a single point. As a consequence,
the continuum breakdown limit always lies between the dilute
gas limit and the limit for molecular chaos. As density or charac-
teristic dimension is reduced in a dilute gas, the Navier-Stokes
model breaks down before the level of statistical Quctuations
becomes significant. In a dense gas, on the other hand, signifi-
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cant fluctuations may be present even when the Navier-Stokes
model is still valid.

The starting point in statistical mechanics is the Liouville
equation which expresses the conservation of the N-particle
distribution function in 6N-dimensional phase space (three posi-
tions and three velocities for each molecule of a monatomic
gas with no internal degrees of freedom), where N is the number
of particles under consideration. Considering only external
forces which do not depend on the velocity of the molecules
(this excludes Lorentz forces, for example ), the Liouville equa-
tion for a system of N mass points reads

: N : N
6_7'*‘ ng.ﬁ+ 2 Fk‘a_7=0
ot k=1 6Xk k=1 8§k

where 7 is the probability of finding a molecule at a particular
point in phase space, ¢ is time, & is the three-dimensional veloc-
ity vector for the kth molecule, x, is the three-dimensional
position vector for the kth molecule, and F is the external force
vector. Note that the dot product in the above equation is carried
out over each of the three components of the vectors &, x, and
F, and that the summation is over all molecules. Obviously
such an equation is not tractable for realistic number of particles.

A hierarchy of reduced distribution functions may be ob-
tained by repeated integration of the Liouville equation above.
The final equation in the hierarchy is for the single particle
distribution which also involves the two-particle distribution
function. Assuming molecular chaos, that final equation be-
comes a closed one (i.e., one equation in one unknown), and
is known as the Boltzmann equation, the fundamental relation of
the kinetic theory of gases, That final equation in the hierarchy is
the only one which carries any hope of obtaining analytical
solutions.

A simpler direct derivation of the Boltzmann equation is
provided by Bird (1994). For monatomic gas molecules in
binary collisions, the integro-differential Boltzmann equation
reads

o(nf) n
ot

(51)

g 200) | 0f)
Ox; 29

=JU ),

j=1,2,3 (52)

where nf is the product of the number density and the normal-

16 / Vol. 121, MARCH 1999

ized velocity distribution function (dn/n = fd§), x; and &; are,
respectively, the coordinates and speeds of a molecule ( consti-
tuting, together with time, the seven independent variables of
the single-dependent-variable equation), F; is a known external
force, and J(f, f*) is the nonlinear collision integral that de-
scribes the net effect of populating and depopulating collisions
on the distribution function. The collision integral is the source
of difficulty in obtaining analytical solutions to the Boltzmann
equation, and is given by

s = [ wiert - srogsanas, <3

where the superscript * indicates post-collision values, fand f;
represent two different molecules, &, is the relative speed be-
tween two molecules, o is the molecular cross-section, €2 is the
solid angle, and d§ = d§,d¢,d¢,.

Once a solution for f is obtained, macroscopic quantities
such as density, velocity, temperature, etc., can be computed
from the appropriate weighted integral of the distribution func-
tion. For example,

p=mn=m [ (nrae (54)
w = f & fg (55)

1
KT = f > g, flg (56)

If the Boltzmann equation is nondimensionalized with a char-
acteristic length L and characteristic speed [2(k/m)T]'?,
where k is the Boltzmann constant, m is the molecular mass,
and 7 is temperature, the inverse Knudsen number appears ex-
plicitly in the right-hand side of the equation as follows

”v—hzij(f,f*), j=1,2,3 (57)
i Kn

where the superscript " represents a dimensionless variable,
and f is nondimensionalized using a reference number density
H,.
The five conservation equations for the transport of mass,
momentum, and energy can be derived by multiplying the Boltz-
mann equation above by, respectively, the molecular mass, mo-
mentum and energy, then integrating over all possible molecular
velocities. Subject to the restrictions of dilute gas and molecular
chaos stated earlier, the Boltzmann equation is valid for all
ranges of Knudsen number from 0 to «. Analytical solutions
to this equation for arbitrary geometries are difficult mostly
because of the nonlinearity of the collision integral. Simple
models of this integral have been proposed to facilitate analyti-
cal solutions; see, for example, Bhatnagar et al. (1954 ).
There are two important asymptotes to Eq. (57). First, as
Kn — «, molecular collisions become unimportant. This is the
free-molecule flow regime depicted in Fig. 3 for Kn > 10, where
the only important collision is that between a gas molecule and
the solid surface of an obstacle or a conduit. Analytical solutions
are then possible for simple geometries, and numerical simula-
tions for complicated geometries are straightforward once the
surface-reflection characteristics are accurately modeled. Sec-
ond, as Kn — 0, collisions become important and the flow
approaches the continuum regime of conventional fluid dynam-
ics. The Second Law specifies a tendency for thermodynamic
systems to revert to equilibrium state, smoothing out any discon-
tinuities in macroscopic flow quantities. The number of molecu-
lar collisions in the limit Kn — 0 is so large that the flow
approaches the equilibrium state in a time short compared to
the macroscopic time-scale. For example, for air at standard
conditions (T = 288 K; p = 1 atm), each molecule experiences,
on the average, 10 collisions per nanosecond and travels
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1 micron in the same time period. Such a molecule has already
forgotten its previous state after 1 ns. In a particular flow field,
if the macroscopic quantities vary little over a distance of 1 um
or over a time interval of 1 ns, the flow of STP air is near
equilibrium.

At Kn = 0, the velocity distribution function is everywhere
of the local equilibrium or Maxwellian form:

FO = Zn2 expl— (& — )]

0

(58)

where & and # are, respectively, the dimensionless speeds of a
molecule and of the flow. In this Knudsen number limit, the
velocity distribution of each element of the fluid instantaneously
adjusts to the equilibrium thermodynamic state appropriate to
the local macroscopic properties as this molecule moves through
the flow field. From the continuum viewpoint, the flow is isen-
tropic and heat conduction and viscous diffusion and dissipation
vanish from the continuum conservation relations.

The Chapman-Enskog theory attempts to solve the Boltz-
mann equation by considering a small perturbation of f from
the equilibrium Maxwellian form. For small Knudsen numbers,
the distribution function can be expanded in terms of Kn in the
form of a power series

Ff=f@+Kanf® + Knf®+ ... (59)

By substituting the above series in the Boltzmann equation (57)
and equating terms of equal order, the following recurrent set
of integral equations result:

IO, FO) =0,
o . 3f(0) N 6f(0) . af(o)

© Fy — ) = ... (60
J(.f a.f ) 62 J axnj J agj ( )

The first integral is nonlinear and its solution is the local Max-
wellian distribution, Eq. (58). The distribution functions ft"?,
F®, etc., each satisfies an inhomogeneous linear equation whose
solution leads to the transport terms needed to close the contin-
uum equations appropriate to the particular level of approxima-
tion. The continuum stress tensor and heat flux vector can be
written in terms of the distribution function, which in turn can
be specified in terms of the macroscopic velocity and tempera-
ture and their derivatives (Kogan, 1973). The zeroth-order
equation yields the Euler equations, the first-order equation re-
sults in the linear transport terms of the Navier-Stokes equa-
tions, the second-order equation gives the nonlinear transport
terms of the Burnett equations, and so on. Keep in mind, how-
ever, that the Boltzmann equation as developed in this subsec-
tion is for a monatomic gas. This excludes the all important air
which is composed largely of diatomic nitrogen and oxygen.

As discussed in Sections 2.2, 2.3, and 2.5, the Navier-Stokes
equations can and should be used up to a Knudsen number of
0.1. Beyond that, the transition flow regime commences (0.1
< Kn < 10). In this flow regime, the molecular mean free path
for a gas becomes significant relative to a characteristic distance
for important flow-property changes to take place. The Burnett
equations can be used to obtain analytical/numerical solutions
for at least a portion of the transition regime for a monatomic
gas, although their complexity have precluded much results for
realistic geometries. There is also a certain degree of uncertainty
about the proper boundary conditions to use with the continuum
Burnett equations, and experimental validation of the results
have been very scarce. Additionally, as the gas flow further
departs from equilibrium, the bulk viscosity (=N + %u, where
A is the second coefficient of viscosity) is no longer zero, and
the Stokes’ hypothesis no longer holds (see Gad-el-Hak, 1995,
for an interesting summary of the issue of bulk viscosity).

In the transition regime, the molecularly-based Boltzmann
equation cannot easily be solved either, unless the nonlinear
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collision integral is simplified. So, clearly the transition regime
is one of dire need of alternative methods of solution. MD
simulations as mentioned earlier are not suited for dilute gases.
The best approach for the transition regime right now is the
direct simulation Monte Carlo (DSMC) method developed by
Bird (1963; 1965; 1976; 1978; 1994) and briefly described
below. Some recent reviews of DSMC include those by Muntz
(1989), Cheng (1993), Cheng and Emmanuel (1995), and
Oran et al. (1998). The mechanics as well as the history of the
DSMC approach and its ancestors are well described in the
book by Bird (1994).

Unlike molecular dynamics simulations, DSMC is a statisti-
cal computational approach to solving rarefied gas problems.
Both approaches treat the gas as discrete particles. Subject to
the dilute gas and molecular chaos assumptions, the direct simu-
lation Monte Carlo method is valid for all ranges of Knudsen
number, although it becomes quite expensive for Kn < 0.1.
Fortunately, this is the continuum regime where the Navier-
Stokes equations can be used analytically or computationally.
DSMC is therefore ideal for the transition regime (0.1 < Kn
< 10), where the Boltzmann equation is difficult to solve. The
Monte Carlo method is, like its name sake, a random number
strategy based directly on the physics of the individual molecu-
lar interactions. The idea is to track a large number of randomly
selected, statistically representative particles, and to use their
motions and interactions to modify their positions and states.
The primary approximation of the direct simulation Monte
Carlo method is to uncouple the molecular motions and the
intermolecular collisions over small time intervals. A significant
advantage of this approximation is that the amount of computa-
tion required is proportional to N, in contrast to N? for molecular
dynamics simulations. In essence, particle motions are modeled
deterministically while collisions are treated probabilistically,
each simulated molecule representing a large number of actual
molecules. Typical computer runs of DSMC in the 1990s in-
volve tens of millions of intermolecular collisions and fluid-
solid interactions.

The DSMC computation is started from some initial condition
and followed in small time steps that can be related to physical
time. Colliding pairs of molecules in a small geometric cell in
physical space are randomly selected after each computational
time step. Complex physics such as radiation, chemical reac-
tions and species concentrations can be included in the simula-
tions without the necessity of nonequilibrium thermodynamic
assumptions that commonly afflict nonequilibrium continuum-
flow calculations. DSMC is more computationally intensive
than classical continuum simulations, and should therefore be
used only when the continuum approach is not feasible.

The DSMC technique is explicit and time marching, and
therefore always produces unsteady flow simulations. For mac-
roscopically steady flows, Monte Carlo simulation proceeds un-
til a steady flow is established, within a desired accuracy, at
sufficiently large time. The macroscopic flow quantities are then
the time average of all values calculated after reaching the
steady state. For macroscopically unsteady flows, ensemble av-
eraging of many independent Monte Carlo simulations is carried
out to obtain the final results within a prescribed statistical
accuracy.

2.7 Liquid Flows. From the continuum point of view,
liquids and gases are both fluids obeying the same equations of
motion. For incompressible flows, for example, the Reynolds
number is the primary dimensionless parameter that determines
the nature of the flow field. True, water, for example, has density
and viscosity that are, respectively, three and two orders of
magnitude higher than those for air, but if the Reynolds number
and geometry are matched, liquid and gas flows should be iden-
tical. (Barring phenomena unique to liquids such as cavitation,
free surface flows, etc.) For MEMS applications, however, we
anticipate the possibility of non-equilibrium flow conditions and
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the consequent invalidity of the Navier-Stokes equations and
the no-slip boundary conditions. Such circumstances can best
be researched using the molecular approach. This was discussed
for gases in Section 2.6, and the corresponding arguments for
liquids will be given in the present subsection. The literature
on non-Newtonian fluids in general and polymers in particular
is vast (for example, the bibliographic survey by Nadolink and
Haigh, 1995, cites over 4,900 references on polymer drag reduc-
tion alone) and provides a rich source of information on the
molecular approach for liquid flows.

Solids, liquids and gases are distinguished merely by the
degree of proximity and the intensity of motions of their constit-
uent molecules. In solids, the molecules are packed closely
and confined, each hemmed in by its neighbors (Chapman and
Cowling, 1970). Only rarely would one solid molecule slip
from its neighbors to join a new set. As the solid is heated,
molecular motion becomes more violent and a slight thermal
expansion takes place. At a certain temperature that depends on
ambient pressure, sufficiently intense motion of the molecules
enables them to pass freely from one set of neighbors to another.
The molecules are no longer confined but are nevertheless still
closely packed, and the substance is now considered a liquid.
Further heating of the matter eventually releases the molecules
altogether, allowing them to break the bonds of their mutual
attractions. Unlike solids and liquids, the resulting gas expands
to fill any volume available to it.

Unlike solids, both liquids and gases cannot resist finite shear
force without continuous deformation; that is the definition of
a fluid medium. In contrast to the reversible, elastic, static defor-
mation of a solid, the continuous deformation of a fluid resulting
from the application of a shear stress results in an irreversible
work that eventually becomes random thermal motion of the
molecules; that is viscous dissipation. There are around 25-
million molecules of STP air in a one-micron cube. The same
cube would contain around 34-billion molecules of water. So,
liquid flows are continuum even in extremely small devices
through which gas flows would not. The average distance be-
tween molecules in the gas example is one order of magnitude
higher than the diameter of its molecules, while that for the
liquid phase approaches the molecular diameter. As a result,
liquids are almost incompressible. Their isothermal compress-
ibility coefficient @ and bulk expansion coefficient £ are much
smaller compared to those for gases. For water, for example, a
hundred-fold increase in pressure leads to less than 0.5% de-
crease in volume. Sound speeds through liquids are also high
relative to those for gases, and as a result most liquid flows are
incompressible. The exception being propagation of ultra-high-
frequency sound waves and cavitation phenomena. (Note that
we distingnish between a fluid and a flow being compressible/
incompressible. For example, the flow of the highly compress-
ible air can be either compressible or incompressible.)

The mechanism by which liquids transport mass, momentum
and energy must be very different from that for gases. In dilute
gases, intermolecular forces play no role and the molecules
spend most of their time in free flight between brief collisions
at which instances the molecules’ direction and speed abruptly
change. The random molecular motions are responsible for gas-
eous transport processes. In liquids, on the other hand, the mole-
cules are closely packed though not fixed in one position. In
essence, the liquid molecules are always in a collision state.
Applying a shear force must create a velocity gradient so that
the molecules move relative to one another, ad infinitum as long
as the stress is applied. For liquids, momentum transport due
to the random molecular motion is negligible compared to that
due to the intermolecular forces. The straining between liquid
molecules causes some to separate from their original neighbors,
bringing them into the force field of new molecules. Across the
plane of the shear stress, the sum of all intermolecular forces
must, on the average, balance the imposed shear. Liquids at rest
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transmit only normal force, but when a velocity gradient occurs,
the net intermolecular force would have a tangential component.

The incompressible Navier-Stokes equations describe liquid
flows under most circumstances. Liquids, however, do not have
a well advanced molecular-based theory as that for dilute gases.
The concept of mean free path is not very useful for liquids
and the conditions under which a liquid flow fails to be in quasi-
equilibrium state are not well defined. There is no Knudsen
number for liquid flows to guide us through the maze. We do
not know, from first principles, the conditions under which the
no-slip boundary condition becomes inaccurate, or the point at
which the (stress)-(rate of strain) relation or the (heat flux)-
(temperature gradient) relation fails to be linear. Certain empiri-
cal observations indicate that those simple relations that we take
for granted occasionally fail to accurately model liquid flows.
For example, it has been shown in rheological studies (Loose
and Hess, 1989) that non-Newtonian behavior commences
when the strain rate approximately exceeds twice the molecular
frequency-scale

¥y = Ou = 27" (61)
dy
where the molecular time-scale 7 is given by
27172
= [mg ] (62)
€

where m is the molecular mass, and ¢ and e are respectively
the characteristic length- and energy-scale for the molecules.
For ordinary liquids such as water, this time-scale is extremely
small and the threshold shear rate for the onset of non-Newton-
ian behavior is therefore extraordinarily high. For high-molecu-
lar-weight polymers, on the other hand, m and ¢ are both many
orders of magnitude higher than their respective values for wa-
ter, and the linear stress-strain relation breaks down at realistic
values of the shear rate.

The moving contact line when a liquid spreads on a solid
substrate is an example where slip flow must be allowed to avoid
singular or unrealistic behavior in the Navier-Stokes solutions
(Dussan and Davis, 1974; Dussan, 1976; 1979; Thompson and
Robbins, 1989). Other examples where slip-flow must be admit-
ted include corner flows (Moffatt, 1964; Koplik and Banavar,
1995) and extrusion of polymer melts from capillary tubes
(Pearson and Petrie, 1968; Richardson, 1973; Den, 1990).

Existing experimental results of liquid flow in microdevices
are contradictory. This is not surprising given the difficulty of
such experiments and the lack of a guiding rational theory.
Pfahler et al. (1990; 1991), Pfahier (1992), and Bau (1994)
summarize the relevant literature. For small-length-scale flows,
a phenomenological approach for analyzing the data is to define
an apparent viscosity x4, calculated so that if it were used in the
traditional no-slip Navier-Stokes equations instead of the fluid
viscosity y, the results would be in agreement with experimental
observations, Israelachvili (1986) and Gee et al. (1990) found
that u, = p for thin-film flows as long as the film thickness
exceeds 10 molecular layers (~5 nm). For thinner films, u,
depends on the number of molecular layers and can be as much
as 10° times larger than y. Chan and Horn’s (1985) results are
somewhat different; the apparent viscosity deviates from the
fluid viscosity for films thinner than 50 nm.

In polar-liquid flows through capillaries, Migun and Prokhor-
enko (1987) report that y, increases for tubes smaller than
1 micron in diameter. In contrast, Debye and Cleland (1959)
report u, smaller than y for paraffin flow in porous glass with
average pore size several times larger than the molecular length-
scale. Experimenting with microchannels ranging in depths
from 0.5 micron to 50 microns, Pfahler et al. (1991) found that
1o 18 consistently smaller than g for both liquid (isopropyl
alcohol, silicone oil) and gas (nitrogen; helium) flows in micro-
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Fig.9 Velocity profiles in a Couette flow geometry at different interfacial
parameters. All three profiles are for U = o', and h = 24.57a. The
dashed line is the no-slip Couette-flow solution. From Thompson and
Troian (1997).

channels. For liquids, the apparent viscosity decreases with de-
creasing channel depth. Other researchers using small capillar-
ies report that y, is about the same as p (Anderson and Quinn,
1972; Tukermann and Pease, 1981; 1982; Tuckermann, 1984;
Guvenc, 1985; Nakagawa et al., 1990).

The above contradictory results point to the need for replac-
ing phenomenological models by first-principles ones. The lack
of molecular-based theory of liquids—despite extensive re-
search by the rheology and polymer communities—leaves mo-
lecular dynamics simulations as the nearest weapon to first-
principles arsenal. MD simulations offer a unique approach to
checking the validity of the traditional continuum assumptions.
However, as was pointed out in Section 2.6, such simulations
are limited to exceedingly minute flow extent.

Thompson and Troian (1997) provide molecular dynamics
simulations to quantify the slip-flow boundary condition depen-
dence on shear rate. Recall the linear Navier boundary condition
introduced in Section 2.5,

Ou

Uypar = Ly —

Aul, = wpua — By

(63)

w

where L, is the constant slip length, and du/dy|,, is the strain
rate computed at the wall. The goal of Thompson and Troian’s
simulations was to determine the degree of slip at a solid-liquid
interface as the interfacial parameters and the shear rate change.
In their simulations, a simple liquid underwent planar shear in
a Couette cell as shown in Fig. 9. The typical cell measured
12.51 X 7.22 X h, in units of molecular length-scale o, where
the channel depth h varied in the range of 16.71c — 24.570,
and the corresponding number of molecules simulated ranged
from 1,152 to 1,728. The liquid is treated as an isothermal
ensemble of spherical molecules. A shifted Lennart-Jones
6-12 potential is used to model intermolecular interactions, with
energy- and length-scales ¢ and o, and cut-off distance
r, = 2.20:

-12 -6 ~-12 -6
()2 () (] o
o o) o o
The truncated potential is set to zero for r > 7,.
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The fluid-solid interaction is also modeled with a truncated
Lennard-Jones potential, with energy- and length-scales ¢"/ and
o*/, and cut-off distance r.. The equilibrium state of the fluid
is a well-defined liquid phase characterized by number density
n = 0.810 "% and temperature T = 1.1¢/k, where k is the Boltz-
mann constant.

The steady-state velocity profiles resulting from Thompson
and Troian’s (1997) MD simulations are depicted in Fig. 9 for
different values of the interfacial parameters ¢, o/ and n".
Those parameters, shown in units of the corresponding fluid
parameters ¢, o and #n, characterize, respectively, the strength
of the liquid-solid coupling, the thermal roughness of the inter-
face and the commensurability of wall and liquid densities.
The macroscopic velocity profiles recover the expected flow
behavior from continuum hydrodynamics with boundary condi-
tions involving varying degrees of slip. Note that when slip
exists, the shear rate ¢ no longer equals U/A. The degree of
slip increases (i.e. the amount of momentum transfer at the
wall-fluid interface decreases) as the relative wall density n"
increases or the strength of the wall-fluid coupling o™/ de-
creases; in other words when the relative surface energy corru-
gation of the wall decreases. Conversely, the corrugation is
maximized when the wall and fluid densities are commensurate
and the strength of the wall-fluid coupling is large. In this case,
the liquid feels the corrugations in the surface energy of the
solid owing to the atomic close-packing. Consequently, there
is efficient momentum transfer and the no-slip condition applies,
or in extreme cases, a ‘stick’ boundary condition takes hold.

Variations of the slip length L, and viscosity u as functions
of shear rate  are shown in parts (a) and (b) of Fig. 10, for
five different sets of interfacial parameters. For Couette flow,
the slip length is computed from its definition, L, = Aul,/¥
= (U/y — h)/2. The slip length, viscosity and shear rate are
normalized in the figure using the respective molecular scales
for length o, viscosity 7o ~*, and inverse time 7 ', The viscos-
ity of the fluid is constant over the entire range of shear rates
(Fig. 10(b)), indicating Newtonian behavior. As indicated ear-
lier, non-Newtonian behavior is expected for ¥ = 277!, well
above the shear rates used in Thompson and Troian’s simula-
tions.
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From Thompson and Troian (1997).
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At low shear rates, the slip length behavior is consistent with
the Navier model, i.e., is independent of the shear rate. Its
limiting value L7 ranges from 0 to ~17¢ for the range of
interfacial parameters chosen (Fig. 10(a)). In general, the
amount of slip increases with decreasing surface energy corru-
gation. Most interestingly, at high shear rates the Navier condi-
tion breaks down as the slip length increases rapidly with 7.
The critical shear-rate value for the slip length to diverge, .,
decreases as the surface energy corrugation decreases. Surpris-
ingly, the boundary condition is nonlinear even though the lig-
uid is still Newtonian. In dilute gases, as discussed in Section
2.6, the linear slip condition and the Navier-Stokes equations,
with their linear stress-strain relation, are both valid to the same
order of approximation in Knudsen number. In other words,
deviation from linearity is expected to take place at the same
value of Kn = 0.1. In liquids, in contrast, the slip length appears
to become nonlinear and to diverge at a critical value of shear
rate well below the shear rate at which the linear stress-strain
relation fails. Moreover, the boundary condition deviation from
linearity is not gradual but is rather catastrophic. The critical
value of shear rate y, signals the point at which the solid can
no longer impart momentum to the liquid. This means that the
same liquid molecules sheared against different substrates will
experience varying amounts of slip and vice versa.

Based on the above results, Thompson and Troian (1997)
suggest a universal boundary condition at a solid-liquid inter-
face. Scaling the slip length L, by its asymptotic limiting value
L7 and the shear rate y by its critical value ., collapses the
data in the single curve shown in Figure 11. The data points
are well described by the relation

L -2
Lx - L?l: - -.ljl
Ye

The nonlinear behavior close to a critical shear rate suggests that
the boundary condition can significantly affect flow behavior at
macroscopic distances from the wall. Experiments with poly-
mers confirm this observation (Atwood and Schwalter, 1989).
The rapid change in the slip length suggests that for flows in
the vicinity of ., small changes in surface properties can lead
to large fluctuations in the apparent boundary condition. Thomp-
son and Troian (1997) conclude that the Navier slip condition
is but the low-shear-rate limit of a more generalized universal
relationship which is nonlinear and divergent. Their relation
provides a mechanism for relieving the stress singularity in
spreading contact lines and corner flows, as it naturally allows
for varying degrees of slip on approach to regions of higher
rate of strain.

To place the above results in physical terms, consider water
at a temperature of T = 288 K. (Water molecules are complex
ones, forming directional, short-range covalent bonds. Thus re-

(65)

quiring a more complex potential than the Lennard-Jones to

describe the intermolecular interactions. For the purpose of the
qualitative example described here, however, we use the compu-
tational results of Thompson and Troian (1997) who employed
the L-J potential.) The energy-scale in the Lennard-Jones poten-
tial is then ¢ = 3.62 x 1072' J. For water, m = 2,99 X 107%
kg, o = 2.89 X 107'° m, and at standard temperature n = 3.35
X 10% molecules/m*. The molecular time-scale can thus be
computed, 7 = [mo?/€]'* = 8.31 X 107" s. For the third case
depicted in Fig. 11 (the open squares), ¥,7 = 0.1, and the
critical shear rate at which the slip condition diverges is thus
Y. = 1.2 X 10" s7'. Such an enormous rate of strain may be
found in extremely small devices having extremely high speeds.
(Note however that ¥, for high-molecular-weight polymers
would be many orders of magnitude smaller than the value
developed here for water.) On the other hand, the conditions to
achieve a measurable slip of 170 (the solid circles in Fig. 10)
are not difficult to encounter in microdevices: density of solid
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Fig. 11  Universal relation of slip length as a function of shear rate. From
Thompson and Troian (1997).

four times that of liquid, and energy-scale for wall-fluid interac-
tion that is one fifth of energy-scale for liquid.

The limiting value of slip length is independent of the shear
rate and can be computed for water as L? = 170 = 4.91 X
10~° m. Consider a water microbearing having a shaft diameter
of 100 pm and rotation rate of 20,000 rpm and a minimum gap
of 2 = 1 pm. In this case, U = 0.1 m/s and the no-slip shear
rate is U/h = 10° s~'. When slip occurs at the limiting value
just computed, the shear rate and the wall slip-velocity are
computed as follows

U
y = ————=9.90 X 10*s" 66
LYY ; (e6)
Aul, = yL, = 487 X 10~ m/s (67)

As a result of the Navier slip, the shear rate is reduced by 1%
from its no-slip value, and the slip velocity at the wall is about
0.5% of U, small but not insignificant.

2.8 Surface Phenomena. As mentioned in Section 2.1,
the surface-to-volume ratio for a machine with a characteristic
length of 1 mis 1 m™', while that for a MEMS device having
asize of 1 ym is 10° m™'. The million-fold increase in surface
area relative to the mass of the minute device substantially
affects the transport of mass, momentum and energy through
the surface. Obviously surface effects dominate in small de-
vices. The surface boundary conditions in MEMS flows have
already been discussed in Sections 2.5 and 2.7. In microdevices,
it has been shown that it is possible to have measurable slip-
velocity and temperature jump at a solid-fluid interface. In this
subsection, we illustrate other ramifications of the large surface-
to-volume ratio unique to MEMS, and provide a molecular
viewpoint to surface forces.

In microdevices, both radiative and convective heat loss/gain
are enhanced by the huge surface-to-volume ratio. Consider a
device having a characteristic length L,. Use of the lumped
capacitance method to compute the rate of convective heat trans-
fer, for example, is justified if the Biot number (= AL,/ k,, where
h is the convective heat transfer coefficient of the fluid and «,
is the thermal conductivity of the solid) is less than 0.1. Small
L, implies small Biot number, and a nearly uniform temperature
within the solid. Within this approximation, the rate at which
heat is lost to the surrounding fluid is given by

dT

pngCs _d_l-. = _hL%(T\ - Tw) (68)

where p, and ¢, are respectively the density and specific heat
of the solid, 7 is its (uniform) temperature, and T is the ambi-
ent fluid temperature. Solution of the above equation is trivial,
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and the temperature of a hot surface drops exponentially with
time from an initial temperature 7;,

T.(t) — T t
o e - = 69
ekt B ®
where the time constant 7 is given by
L _ psLic
g=17"" 70
hL} 70

For small devices, the time it takes the solid to cool down is
proportionally small. Clearly, the million-fold increase in sur-
face-to-volume ratio implies a proportional increase in the rate
at which heat escapes. Identical scaling arguments can be made
regarding mass transfer.

Another effect of the diminished scale is the increased impor-
tance of surface forces and the waning importance of body
forces. Based on biological studies, Went (1968) concludes
that the demarkation length-scale is around 1 mm. Below that,
surface forces dominate over gravitational forces. A 10-mm
piece of paper will fall down when gently placed on a smooth,
vertical wall, while a 0.1-mm piece will stick. Try it! Stiction
is a major problem in MEMS applications. Certain structures
such as long, thin polysilicon beams and large, thin comb drives
have a propensity to stick to their substrates and thus fail to
perform as designed (Mastrangelo and Hsu, 1992; Tang et al.,
1989).

Conventional dry friction between two solids in relative mo-
tion is proportional to the normal force which is usually a com-
ponent of the moving device weight. The friction is independent
of the contact-surface area because the van der Waals cohesive
forces are negligible relative to the weight of the macroscopic
device. In MEMS applications, the cohesive intermolecular
forces between two surfaces are significant and the stiction is
independent of the device mass but is proportional to its surface
area. The first micromotor did not move —despite large electric
current through it—until the contact area between the 100-
micron rotor and the substrate was reduced significantly by
placing dimples on the rotor’s surface (Fan et al., 1988; 1989;
Tai and Muller, 1989).

One last example of surface effects that to my knowledge
has not been investigated for microflows is the adsorbed layer in
gaseous wall-bounded flows. It is well known (see, for example,
Brunauer, 1944; Lighthill, 1963) that when a gas flows in a
duct, the gas molecules are attracted to the solid surface by the
van der Waals and other forces of cohesion. The potential en-
ergy of the gas molecules drops on reaching the surface. The
adsorbed layer partakes the thermal vibrations of the solid, and
the gas molecules can only escape when their energy exceeds
the potential energy minimum. In equilibrium, at least part of
the solid would be covered by a monomolecular layer of ad-
sorbed gas molecules. Molecular species with significant partial
pressure—relative to their vapor pressure—may locally form
layers two or more molecules thick. Consider, for example, the
flow of a mixture of dry air and water vapor at STP. The energy
of adsorption of water is much larger than that for nitrogen and
oxygen, making it more difficult for water molecules to escape
the potential energy trap. It follows that the life time of water
molecules in the adsorbed layer significantly exceeds that for
the air molecules (by 60,000 folds, in fact) and, as a result, the
thin surface layer would be mostly water. For example, if the
proportion of water vapor in the ambient air is 1:1,000 (i.e.,
very low humidity level), the ratio of water to air in the ad-
sorbed layer would be 60:1. Microscopic roughness of the solid
surface causes partial condensation of the water along portions
having sufficiently strong concave curvature. So, surfaces ex-
posed to non-dry air flows are mainly liquid water surfaces. In
most applications, this thin adsorbed layer has little effect on
the flow dynamics, despite the fact that the density and viscosity
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of liquid water are far greater than those for air. In MEMS
applications, however, the layer thickness may not be an insig-
nificant portion of the characteristic flow dimension and the
water layer may have a measurable effect on the gas flow. A
hybrid approach of molecular dynamics and continuum flow
simulations or MD-Monte Carlo simulations may be used to
investigate this issue.

It should be noted that quite recently, Majumdar and Mezic
(1998; 1999) have studied the stability and rupture into droplets
of thin liquid films on solid surfaces. They point out that the
free energy of a liquid film consists of a surface tension compo-
nent as well as highly nonlinear volumetric intermolecular
forces resulting from van der Waals, electrostatic, hydration
and elastic strain interactions. For water films on hydrophilic
surfaces such as silica and mica, Majumdar and Mezic (1998)
estimate the equilibrium film thickness to be about 0.5 nm (2
monolayers ) for a wide range of ambient-air relative humidities.
The equilibrium thickness grows very sharply, however, as the
relative humidity approaches 100%.

Majumdar and Mezic’s (1998; 1999) results open many
questions. What are the stability characteristics of their water
film in the presence of air flow above it? Would this water film
affect the accommodation coefficient for microduct air flow?
In a modern Winchester-type hard disk, the drive mechanism
has a read/write head that floats 50 nm above the surface of
the spinning platter. The head and platter together with the air
layer in between form a slider bearing. Would the computer
performance be affected adversely by the high relative humidity
on a particular day when the adsorbed water film is no longer
‘thin’? If a microduct hauls liquid water, would the water film
adsorbed by the solid walls influence the effective viscosity of
the water flow? Electrostatic forces can extend to almost 1
micron (the Debye length), and that length is known to be
highly pH-dependent. Would the water flow be influenced by
the surface and liquid chemistry? Would this explain the contra-
dictory experimental results of liquid flows in microducts dis-
cussed in Section 2.77

The few examples above illustrate the importance of surface
effects in small devices. From the continuum viewpoint, forces
at a solid-fluid interface are the limit of pressure and viscous
forces acting on a paralle] elementary area displaced into the
fluid, when the displacement distance is allowed to tend to
zero. From the molecular point of view, all macroscopic surface
forces are ultimately traced to intermolecular forces, which sub-
ject is extensively covered in the book by Israelachvilli (1991)
and references therein. Here we provide a very brief introduc-
tion to the molecular viewpoint. The four forces in nature are
(1) the strong and (2) weak forces describing the interactions
between neutrons, protons, electrons, etc.; (3) the electromag-
netic forces between atoms and molecules; and (4) gravitational
forces between masses. The range of action of the first two
forces is around 10~ nm, and hence neither concerns us overly
in MEMS applications. The electromagnetic forces are effective
over a much larger though still small distance on the order of
the interatomic separations (0.1-0.2 nm). Effects over longer
range—several orders of magnitude longer—can and do rise
from the short range intermolecular forces. For example, the
rise of liquid column in capillaries and the action of detergent
molecules in removing oily dirt from fabric are the result of
intermolecular interactions. Gravitational forces decay with the
distance to second power, while intermolecular forces decay
much quicker, typically with the seventh power. Cohesive
forces are therefore negligible once the distance between mole-
cules exceeds few molecular diameters, while massive bodies
like stars and planets are still strongly interacting, via gravity,
over astronomical distances.

Electromagnetic forces are the source of all intermolecular
interactions and the cohesive forces holding atoms and mole-
cules together in solids and liquids. They can be classified into
(1) purely electrostatic arising from the Coulomb force between
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Fig. 12 Typical Lennard-Jones 6-12 potential and the intermolecular
force field resulting from it. Only a small portion of the potential function
is shown for clarity.

charges, interactions between charges, permanent dipoles, quad-
rupoles, etc.; (2) polarization forces arising from the dipole
moments induced in atoms and molecules by the electric field
of nearby charges and permanent dipoles; and (3) quantum
mechanical forces that give rise to covalent or chemical bonding
and to repulsive steric or exchange interactions that balance the
attractive forces at very short distances. The Hellman-Feynman
theorem of quantum mechanics states that once the spatial distri-
bution of the electron clouds has been determined by solving the
appropriate Schrodinger equation, intermolecular forces may be
calculated on the basis of classical electrostatics, in effect reduc-
ing all intermolecular forces to Coulombic forces. Note, how-
ever, that intermolecular forces exist even when the molecules
are totally neutral. Solutions of the Schrodinger equation for
general atoms and molecules are not easy of course, and alterna-
tive modeling are sought to represent intermolecular forces. The
van der Waals attractive forces are usually represented with a
potential that varies as the inverse-sixth power of distance, while
the repulsive forces are represented with either a power or an
exponential potential.

A commonly used potential between two molecules is the
generalized Lennard-Jones (L-J 6-12) pair potential given by

—-12 —6
wn-<[ofs)"-4(2)
a ag

where V; is the potential energy between two particles i and
J, r is the distance between the two molecules, ¢ and o are,
respectively, characteristic energy and length-scales, and c; and
dy are parameters to be chosen for the particular fluid and solid
combinations under consideration. The first term in the right-
hand side is the strong repulsive force that is felt when two
molecules are at extremely close range comparable to the molec-
ular length-scale. That short-range repulsion prevents overlap
of the molecules in physical space. The second term is the
weaker, van der Waals attractive force that commences when
the molecules are sufficiently close (several times o). That
negative part of the potential represents the attractive polariza-
tion interaction of neutral, spherically symmetric particles. The
power of 6 associated with this term is derivable from quantum
mechanics considerations, while the power of the repulsive part
of the potential is found empirically. The Lennard-Jones poten-
tial is zero at very large distances, has a weak negative peak
at r slightly larger than o, is zero at r = ¢, and is infinite as
r—0.
The force field resulting from this potential is given by

_ Oy _ M8l [\ 4y (r\T
- [of2) 4

A typical L-J 6-12 potential and force field are shown in Fig. 12,

(71)
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for ¢ = d = 1. The minimum potential V;;, = — ¢, corresponds to
the equilibrium position (zero force) and occurs at r = 1.120.
The attractive van der Waals contribution to the minimum po-
tential is —2e¢, while the repulsive energy contribution is +e.
Thus the inverse 12th power repulsive force term decreases the
strength of the binding energy at equilibrium by 50%.

The L-J potential is commonly used in molecular dynamics
simulations to model intermolecular interactions between dense
gas or liquid molecules and between fluid and solid molecules.
As mentioned in Section 2.7, such potential is not accurate
for complex substances such as water whose molecules form
directional covalent bonds. As a result, MD simulations for
water are much more involved.

3 Typical Fluid Applications

3.1 Prologue. The physics of fluid flows in microdevices
was covered in Section 2. In this section, we provide a number
of examples of useful applications of MEMS devices in fluid
mechanics. The list is by no means exhaustive, but includes the
use of MEMS-based sensors and actuators for flow diagnosis
and control, a recently developed viscous micropump/microtur-
bine, and analysis of a journal microbearing. The paper by
Lofdahl and Gad-el-Hak (1999) offers more detail on some of
the topics covered in this section.

3.2 Turbulence Measurements. Microelectromechani-
cal systems offer great opportunities for better flow diagnosis
and control, particularly for turbulent flows. The batch pro-
cessing fabrication of microdevices makes it possible to produce
large number of identical transducers within extremely tight
tolerance. Microsensors and microactuators are small, inexpen-
sive, combine electronic and mechanical patts, have low energy
consumption and can be distributed over a wide area. In this
subsection we discuss the advantages of using MEMS-based
sensors for turbulence measurements, and in the following sub-
section the issue of flow control will be addressed.

Turbulence remains largely an enigma, analytically unap-
proachable yet practically very important. For a turbulent flow,
the dependent variables are random functions of space and time,
and no straightforward method exists for analytically obtaining
stochastic solutions to the governing nonlinear, partial differen-
tial equations. The statistical approach to solving the Navier-
Stokes equations sets a more modest aim of solving for the
average flow quantities rather than the instantaneous ones. But
as a result of the nonlinearity of the governing equations, this
approach always leads to more unknowns than equations (the
closure problem), and solutions based on first principles are
again not possible. Turbulence, therefore, is a conundrum that
appears to yield its secrets only to physical and numerical exper-
iments, provided that the wide band of relevant scales is fully
resolved—a far-from-trivial task particularly at high Reynolds
numbers,

A turbulent flow field is composed of a hierarchy of eddies
having a broad range of time- and length-scales. The largest
eddies have a spatial extension of approximately the same size
as the width of the flow field, while the smallest eddies are of
the size where viscous effects become dominant and energy is
transferred from kinetic into internal. The ratio of the smallest
length-scale—the Kolmogorov microscale n—to the largest
scale / is related to the turbulence Reynolds number as follows

. <il>—3/4 -

! v (73)

Similar expressions can be written for time- and velocity-scales
(see, for example, Tennekes and Lumley, 1972). Not only does
a sensor have to be sufficiently small to resolve the smallest
eddies, but multi-sensors distributed over a large volume are
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needed to detect any flow structures at the largest scale. Clearly,
the problem worsens as the Reynolds number increases.

In wall-bounded flows, the shear-layer thickness provides a
measure of the largest eddies in the flow. The smallest scale is
the viscous wall unit. Viscous forces dominate over inertia in
the near-wall region. The characteristic scales there are obtained
from the magnitude of the mean vorticity in the region and its
viscous diffusion away from the wall. Thus, the viscous time-
scale, 7, is given by the inverse of the mean wall vorticity

e

Oy
where U is the mean streamwise velocity. The viscous length-
scale, 1,, is determined by the characteristic distance by which
the (spanwise) vorticity is diffused from the wall, and is thus
given by

(74)

t,

1, =u,

(75)

where v is the kinematic viscosity. The wall velocity-scale (so-
called friction velocity, u,) follows directly from the time and

length-scales
, 90 ‘ I
9y | P

where 7, is the mean shear stress at the wall, and p is the fluid
density. A wall unit implies scaling with the viscous scales, and
the usual ( )* notation is used; for example, y* = y/l, =
yu-/v. In the wall region, the characteristic length for the large
eddies is y itself, while the Kolmogorov scale is related to the
distance from the wall y as follows

(76)
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where « is the von Kédrmén constant (~0.41). As y* changes

in the range of 1-5 (the extent of the viscous sublayer), n

changes from 0.8 to 1.2 wall units.

It is clear from the above that the spatial and temporal resolu-
tions for any probe to be used to resolve high-Reynolds-number
turbulent flows are extremely tight. For example, both the Kol-
mogorov scale and the viscous length-scale change from few
microns at the typical field Reynolds number—based on the
momentum thickness—of 10, to a couple of hundred microns
at the typical laboratory Reynolds number of 10°. MEMS sen-
sors for pressure, velocity, temperature and shear stress are at
least one order of magnitude smaller than conventional sensors
(Ho and Tai, 1996; Lofdahl et al, 1996). Their small size
improves both the spatial and temporal resolutions of the mea-
surements, typically few microns and few microseconds, respec-
tively. For example, a micro-hot-wire (called hot point) has
very small thermal inertia and the diaphragm of a micro-pres-
sure-transducer has correspondingly fast dynamic response.
Moreover, the microsensors’ extreme miniaturization and low
energy consumption make them ideal for monitoring the flow
state without appreciably affecting it. Lastly, literally hundreds
of microsensors can be fabricated on the same silicon chip
at a reasonable cost, making them well suited for distributed
measurements. The UCLA/Caltech team (see, for example, Ho
and Tai, 1996; 1998, and references therein) has been very
effective in developing many MEMS-based sensors and actua-
tors for turbulence diagnosis and control.

3.3 Flow Control. Due to their small size, fast response,
low unit-cost and energy consumption and an ability to combine
mechanical and electronic components, MEMS-based sensors
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Fig. 13 Classification of flow control strategies

and actuators are presently the best candidate for reactive con-
trol of turbulent flows where distributed arrays of sensing and
actuation elements are required. In this subsection we offer a
brief introduction to targeted flow control. More detail are found
in the review papers by Gad-el-Hak (1989; 1994; 1996), Wil-
kinson (1990), and Moin and Bewley (1994).

The ability to actively or passively manipulate a flow field
to effect a desired change is of immense technological impor-
tance, and this undoubtedly accounts for the fact that the subject
is more hotly pursued by scientists and engineers than any other
topic in fluid mechanics. The potential benefits of realizing
efficient flow control systems range from saving billions of
dollars in annual fuel cost for land, air and sea vehicles to
achieving economically/environmentally more competitive in-
dustrial processes involving fluid flows. Flow control can be
used to achieve transition delay/advance, separation postpone-
ment/provocation, lift enhancement, drag reduction, turbulence
augmentation/suppression or noise reduction.

3.3.1 Classification Schemes. There are different classi-
fication schemes for flow control methods. One is to consider
whether the technique is applied at the wall or away from it.
Surface parameters that can influence the flow include
roughness, shape, curvature, rigid-wall motion, compliance,
temperature and porosity. Heating and cooling of the surface
can influence the flow via the resulting viscosity and density
gradients. Mass transfer can take place through a porous wall
or a wall with slots. Suction and injection of primary fluid can
have significant effects on the flow field, influencing particularly
the shape of the velocity profile near the wall and thus the
boundary layer susceptibility to transition and separation, Dif-
ferent additives, such as polymers, surfactants, micro-bubbles,
droplets, particles, dust or fibers, can also be injected through
the surface in water or air wall-bounded flows. Control devices
located away from the surface can also be beneficial. Large-
eddy . breakup devices (also called outer-layer devices, or
OLDs), acoustic waves bombarding a shear layer from outside,
additives introduced in the middle of a shear layer, manipulation
of freestream turbulence levels and spectra, gust, and magneto-
and electro-hydrodynamic body forces are examples of flow
control strategies applied away from the wall.

A second scheme for classifying flow control methods con-
siders energy expenditure and the control loop involved. As
shown in the schematic in Fig. 13, a control device can be
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Fig. 14 Different control loops for active flow control. (a) Predeter-
mined, open-loop control; (b) reactive, feedforward, open-loop control;
(c) reactive, feedback, closed-loop control.

passive, requiring no auxiliary power, or active, requiring en-
ergy expenditure. As for the action of passive devices, some
prefer to use the term flow management rather than flow control
(Fiedler and Fernholz, 1990), reserving the latter terminology
for dynamic processes. Active control—always requiring actua-
tors—is further divided into predetermined or reactive. Prede-
termined control includes the application of steady or unsteady
energy input without regard to the particular state of the flow.
The control loop in this case is open as shown in Figure 14(a),
and no sensors are required. Reactive control is a special class
of active control where the control input is continuously ad-
justed based on measurements of some kind. The control loop
in this case can either be an open, feedforward one (Fig. 14 (b))
or a closed, feedback loop (Fig. 14(¢)). Classical control theory
deals, for the most part, with reactive control.

The distinction between feedforward and feedback is particu-
larly important when dealing with the control of flow structures
which convect over stationary sensors and actuators. In feedfor-
ward control, the measured variable and the controlled variable
differ. For example, the pressure or velocity can be sensed at
an upstream location, and the resulting signal is used together
with an appropriate control law to trigger an actuator which in
turn influences the velocity at a downstream position. Feedback
control, on the other hand, necessitates that the controlled vari-
able be measured, fed back and compared with a reference
input. Reactive feedback control is further classified into four
categories: Adaptive, physical model-based, dynamical sys-
tems-based and optimal control (Moin and Bewley, 1994).

A yet another classification scheme is to consider whether
the control technique directly modifies the shape of the instanta-
neous/mean velocity profile or selectively influence the small
dissipative eddies. An inspection of the Navier-Stokes equations
written at the surface indicates that the spanwise and streamwise
vorticity fluxes at the wall can be changed, either instantane-
ously or in the mean, via wall motion/compliance, suction/
injection, streamwise or spanwise pressure-gradient (respec-
tively), or normal viscosity-gradient. (Note that streamwise
vorticity exists only if the velocity field is three-dimensional,
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instantaneously or in the mean.) These vorticity fluxes deter-
mine the fullness of the corresponding velocity profiles. For
example, suction (or downward wall motion), favorable pres-
sure-gradient or lower wall-viscosity results in vorticity flux
away from the wall, making the surface a source of spanwise
and streamwise vorticity. The corresponding fuller velocity pro-
files have negative curvature at the wall and are more resistant
to transition and to separation but are associated with higher
skin-friction drag. Conversely, an inflectional velocity profile
can be produced by injection (or upward wall motion), adverse
pressure-gradient or higher wall-viscosity. Such profile is more
susceptible to transition and to separation and is associated with
lower, even negative, skin friction. Note that many techniques
are available to effect a wall viscosity-gradient; for example
surface heating/cooling, film boiling, cavitation, sublimation,
chemical reaction, wall injection of lower/higher viscosity fluid
and the presence of shear thinning/thickening additive.

Flow control devices can alternatively target certain scales
of motion rather than globally changing the velocity profile.
Polymers, riblets and LEBUs, for example, appear to selectively
damp only the small dissipative eddies in turbulent wall-
bounded flows. These eddies are responsible for the (instanta-
neous) inflectional profile and the secondary instability in the
buffer zone, and their suppression leads to increased scales, a
delay in the reduction of the (mean) velocity-profile slope and
consequent thickening of the wall region. In the buffer zone,
the scales of the dissipative and energy containing eddies are
roughly the same and, hence, the energy containing eddies will
also be suppressed resulting in reduced Reynolds stress produc-
tion, momentum transport and skin friction.

Considering the extreme complexity of the turbulence prob-
lem in general and the unattainability of first-principles analyti-
cal solutions in particular, it is not surprising that controlling a
turbulent flow remains a challenging task, mired in empiricism
and unfulfilled promises and aspirations. Brute force suppres-
sion, or taming, of turbulence via active, energy-consuming
control strategies is always possible, but the penalty for doing
so often exceeds any potential benefits. The artifice is to achieve
a desired effect with minimum energy expenditure. This is
where the concept of reactive control and the use of microsen-
sors/microactuators come into the domain of this paper.

3.3.2 Control of Turbulence. Numerous methods of flow
control have already been successfully implemented in practical
engineering devices. Yet, very few of the classical strategies
are effective in controlling free-shear or wall-bounded turbulent
flows. Serious limitations exist for some familiar control tech-
niques. when applied to certain turbulent flow situations. For
example, in attempting to reduce the skin-friction drag of a
body having a turbulent boundary layer using global suction,
the penalty associated with the control device often exceeds the
saving derived from its use. What is needed is a way to reduce
this penalty to achieve a more efficient control.

Flow control is most effective when applied near the transi-
tion or separation points; in other words, near the critical flow
regimes where flow instabilities magnify quickly. Therefore,
delaying/advancing laminar-to-turbulence transition and pre-
venting/provoking separation are relatively easier tasks to ac-
complish. To reduce the skin-friction drag in a non-separating
turbulent boundary layer, where the mean flow is quite stable,
is a more challenging problem. Yet, even a modest reduction
in the fluid resistance to the motion of, for example, the world-
wide commercial air fleet is translated into fuel savings esti-
mated to be in the billions of dollars. Newer ideas for turbulent
flow control focus on the direct onslaught on coherent struc-
tures. Spurred by the recent developments in chaos control,
microfabrication and soft computing tools, reactive control of
turbulent flows is now in the realm of the possible for future
practical devices.
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Such futuristic systems are envisaged as consisting of a large
number of intelligent, interactive, microfabricated wall sensors
and actuators arranged in a checkerboard pattern and targeted
towards specific organized structures that occur randomly
within the boundary layer. Sensors detect oncoming coherent
structures, and adaptive controllers process the sensors informa-
tion and provide control signals to the actuators which in turn
attempt to favorably modulate the quasi-periodic events. Finite
number of wall sensors perceive only partial information about
the entire flow field above. However, a low-dimensional dynam-
ical model of the near-wall region used in a Kalman filter can
make the most of the partial information from the sensors. Con-
ceptually all of that is not too difficult, but in practice the
complexity of such a control system is daunting and much
research and development work still remain.

Targeted control implies sensing and reacting to a particular
quasi-periodic structure in the boundary layer. The wall seems
to be the logical place for such reactive control, because of the
relative ease of placing something in there, the sensitivity of
the flow in general to surface perturbations and the proximity
and therefore accessibility to the dynamically all important near-
wall coherent events.

3.3.3 Targeted Control. As discussed above, successful
techniques to reduce the skin friction in a turbulent flow, such
as polymers, particles or riblets, appear to act indirectly through
local interaction with discrete turbulent structures, particularly
small-scale eddies, within the flow. Common characteristics of
all these methods are increased losses in the near-wall region,
thickening of the buffer layer, and lowered production of Reyn-
olds shear stress (Bandyopadhyay, 1986). Methods that act
directly on the mean flow, such as suction or lowering of near-
wall viscosity, also lead to inhibition of Reynolds stress. How-
ever, skin friction is increased when any of these velocity-
profile modifiers is applied globally.

Could these seemingly inefficient techniques, e.g., global suc-
tion, be used more sparingly and be optimized to reduce their
associated penalty? It appears that the more successful drag-
reduction methods, e.g., polymers, act selectively on particular
scales of motion and are thought to be associated with stabiliza-
tion of the secondary instabilities. It is also clear that energy is
wasted when suction or heating/cooling is used to suppress the
turbulence throughout the boundary layer when the main inter-
est is to affect a near-wall phenomenon. One ponders, what
would become of wall turbulence if specific coherent structures
are to be targeted, by the operator through a reactive control
scheme, for modification? The myriad of organized structures
present in all shear flows are instantaneously identifiable, quasi-
periodic motions (Cantwell, 1981; Robinson, 1991). Bursting
events in wall-bounded flows, for example, are both intermittent
and random in space as well as time. The random aspects of
these events reduce the effectiveness of a predetermined active
control strategy. If such structures are nonintrusively detected
and altered, on the other hand, net performance gain might be
achieved. It seems clear, however, that temporal phasing as well
as spatial selectivity would be required to achieve proper control
targeted towards random events.

A nonreactive version of the above idea is the selective suc-
tion technigue which combines suction to achieve an asymptotic
turbulent boundary layer and longitudinal riblets to fix the loca-
tion of low-speed streaks (Gad-el-Hak and Blackwelder, 1989).
Although far from indicating net drag reduction, the available
results are encouraging and further optimization is needed.
When implemented via an array of reactive control loops, the
selective suction method is potentially capable of skin-friction
reduction that approaches 60%.

3.3.4 Required Characteristics. The randomness of the
bursting events necessitates temporal phasing as well as spatial
selectivity to effect selective (targeted) control. Practical appli-
cations of methods targeted at controlling a particular turbulent
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structure to achieve a prescibed goal would therefore require
implementing a large number of surface sensors/actuators to-
gether with appropriate control algorithms. That strategy for
controlling wall-bounded turbulent flows has been advocated
by, among others and in chronological order, Gad-el-Hak and
Blackwelder (1987; 1989), Blackwelder and Gad-el-Hak
(1990}, Lumley (1991; 1996), Choi et al. (1992; 1994), Reyn-
olds (1993), Jacobson and Reynolds (1993; 1995; 1998), Moin
and Bewley (1994), Gad-el-Hak (1994; 1996; 1998), McMi-
chael (1996), Mehregany et al. (1996), and Lumley and Blos-
sey (1998). Special mention should also be made of the UCLA/
Caltech team who has been very effective in developing many
MEMS-based sensors and actuators for turbulence diagnosis
and control. Their list of publications in the field is rather long,
but see, for example, Ho and Tai (1996), Tsao et al. (1997),
Ho et al. (1997), Ho and Tai (1998), and references therein.

It is instructive to estimate some representative characteristics
of the required array of sensors/actuators. Consider a typical
commercial aircraft cruising at a speed of U.. = 300 m/s and
at an altitude of 10 km. The density and kinematic viscosity. of
air and the unit Reynolds number in this case are, respectively,
p =04kg/m? v=3X 10"°m?/s, and Re = 107/m. Assume
further that the portion of fuselage to be controlled has a turbu-
lent boundary layer characteristics which are identical to those
for a zero-pressure-gradient flat plate at a distance of 1 m from
the leading edge. In this case, the skin-friction coefficient and
the friction velocity are, respectively, C; = 0.003 and u, =
11.62 m/s. (Note that the skin friction decreases as the distance
from the leading edge increases. It is also strongly affected
by such things as the externally imposed pressure gradient.
Therefore, the estimates provided in here are for illustration
purposes only.) At this location, one viscous wall unit is only
v/u, = 2.6 microns. In order for the surface array of sensors/
actuators to be hydraulically smooth, it should not protrude
beyond the viscous sublayer, or Sv/u, = 13 um.

Wall-speed streaks are the most visible, reliable and detect-
able indicators of the preburst turbulence production process.
The detection criterion is simply low velocity near the wall,
and the actuator response should be to accelerate (or to remove)
the low-speed region before it breaks down. Local wall motion,
tangential injection, suction or heating triggered on sensed wall-
pressure or wall-shear stress could be used to cause local accel-
eration of near-wall fluid.

The recent numerical experiments of Berkooz et al. (1993)
indicate that effective control of bursting pair of rolls may be
achieved by using the equivalent of two wall-mounted shear
sensors. If the goal is to stabilize or to eliminate all low-speed
streaks in the boundary layer, a reasonable estimate for the
spanwise and streamwise distances between individual elements
of a checkerboard array is, respectively, 100 and 1000 wall
units or 260 pm and 2600 um, for our particular example. (Note
that 100 and 1000 wall units are equal to, respectively, the
average spanwise wavelength between two adjacent streaks and
the average streamwise extent for a typical low-speed region.
One can argue that those estimates are too conservative: once
a region is relaminarized, it would perhaps stay as such for
quite a while as the flow convects downstream. The next row
of sensors/actuators may therefore be relegated to a downstream
location well beyond 1000 wall units.) A reasonable size for
each element is probably one-tenth of the spanwise separation,
or 26 um. A (1 m X 1 m) portion of the surface would have
to be covered with about n = 1.5 million elements. This is a
colossal number, but the density of sensors/actuators can be
considerably reduced if we moderate our goal of targeting every
single bursting event (and also if less conservative assumptions
are used).

It is well known that not every low-speed streak leads to a
burst. On the average, a particular sensor would detect an incipi-
ent bursting event every wall-unit interval of P* = Pul/v =
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250, or P = 56 us. The corresponding dimensionless and dimen-
sional frequencies are f © = 0.004 and f = 18 kHz, respectively.
At different distances from the leading edge and in the presence
of nonzero pressure-gradient, the sensors/actuators array would
have different characteristics, but the corresponding numbers
would still be in the same ballpark as estimated in here.

As a second example, consider an underwater vehicle moving
at a speed of U, = 10 m/s. Despite the relatively low speed,
the unit Reynolds number is still the same as estimated above
for the air case, Re = 107/m, due to the much lower kinematic
viscosity of water. At one meter from the leading edge of an
imaginary flat plate towed in water at the same speed, the fric-
tion velocity is only u, = 0.39 m/s, but the wall unit is still the
same as in the aircraft example, v/u, = 2.6 pm. The density
of required sensors/actuators array is the same as computed for
the aircraft example, n = 1.5 X 10° elements/m?*, The antici-
pated average frequency of sensing a bursting event is, however,
much lower at f = 600 Hz.

Similar calculations have also been made by Gad-el-Hak
(1993; 1994), Reynolds (1993), and Wadsworth et al. (1993).
Their results agree closely with the estimates made here for
typical field requirements. In either the airplane or the subma-
rine case, the actuator’s response need not be too large. As will
be shown in Section 3.3.5, wall displacement on the order of
10 wall units (26 wm in both examples), suction coefficient of
about 0.0006, or surface cooling/heating on the order of 40°C/
2°C (in the first/second example, respectively) should be suffi-
cient to stabilize the turbulent flow.

As computed in the two examples above, both the required
size for a sensor/actuator element and the average frequency
at which an element would be activated are within the presently
known capabilities of microfabrication technology. The number
of elements needed per unit area is, however, alarmingly large.
The unit cost of manufacturing a programmable sensor/actuator
element would have to come down dramatically, perhaps match-
ing the unit cost of a conventional transistor, before the idea
advocated in here would become practical.

An additional consideration to the size, amplitude, and fre-
quency response is the energy consumed by each sensor/actua-
tor element. Total energy consumption by the entire control
system obviously has to be low enough to achieve net savings.
Consider the following calculations for the aircraft example.
One meter from the leading edge, the skin-friction drag to be
reduced is approximately 54 N/m?*. Engine power needed to
overcome this retarding force per unit area is 16 kW/m?, or
10* W /sensor. If a 60% drag-reduction is achieved, this energy

consumption is reduced to 4320 wW/sensor. This number will -

increase by the amount of energy consumption of a sensor/
actuator unit, but hopefully not back to the uncontrolled levels.
The voltage across a sensor is typically in the range of V =
0.1-1 V, and its resistance in the range of R = 0.1-1 MQ.
This means a power consumption by a typical sensor in the
range of ? = V*/R = 0.1-10 uW, well below the anticipated
power savings due to reduced drag. For a single actuator in the
form of a spring-loaded diaphragm with a spring constant of
k = 100 N/m, oscillating up and down at the bursting frequency
of f= 18 kHz, with an amplitude of y = 26 microns, the power
consumption is P = (%)ky2 f = 600 pW/actuator. If suction is
used instead, C, = 0.0006, and assuming a pressure difference
of Ap = 10* N/m?® across the suction holes/slots, the corre-
sponding power consumption for a single actuator is P =
C,U.Ap/n = 1200 pW/actuator. It is clear then that when the
power penalty for the sensor/actuator is added to the lower-
level drag, a net saving is still achievable. The corresponding
actuator power penalties for the submarine example are even
smaller (? = 20 wW/actuator, for the wall motion actuator, and
P = 40 W /actuator, for the suction actuator), and larger sav-
ings are therefore possible.
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3.3.5 Microdevices for Flow Control. MEMS integrates
electronics and mechanical components and can therefore exe-
cute sense-decision-actuation on a monolithic level. Microsen-
sors/microactuators would be ideal for the reactive flow control
concept advocated in the present subsection. Methods of flow
control targeted toward specific coherent structures involve non-
intrusive detection and subsequent modulation of events that
occur randomly in space and time. To achieve proper targeted
control of these quasi-periodic vortical events, temporal phasing
as well as spatial selectivity are required. Practical implementa-
tion of such an idea necessitates the use of a large number of
intelligent, communicative wall sensors and actuators arranged
in a checkerboard pattern. Section 3.3.4 provided estimates for
the number, characteristics and energy consumption of such
elements required to modulate the turbulent boundary layer
which develops along a typical commercial aircraft or nuclear
submarine. An upper-bound number to achieve total turbulence
suppression is about one million sensors/actuators per square
meter of the surface, although as argued earlier the actual num-
ber needed to achieve effective control could perhaps be one
or two orders of magnitude below that.

The sensors would be expected to measure the amplitude,
location, and phase or frequency of the signals impressed upon
the wall by incipient bursting events. Instantaneous wall-pres-
sure or wall-shear stress can be sensed, for example. The normal
or in-plane motion of a minute membrane is proportional to the
respective point force of primary interest. For measuring wall
pressure, microphone-like devices respond to the motion of a
vibrating surface membrane or an internal elastomer. Several
types are available including variable-capacitance (condenser
or electret), ultrasonic, optical (e.g., optical-fiber and diode-
laser), and piezoelectric devices (see, for example, Lofdahl et
al., 1993; 1994). A potentially useful technique for our purposes
has been tried at MIT (Warkentin et al., 1987; Young et al.,
1988; Haritonidis et al., 1990a; 1990b). An array of extremely
small (0.2 mm in diameter) laser-powered microphones
(termed picophones) was machined in silicon using integrated
circuit fabrication techniques, and was used for field measure-
ment of the instantaneous surface pressure in a turbulent bound-
ary layer. The wall-shear stress, though smaller and therefore
more difficult to measure than pressure, provides a more reliable
signature of the near-wall events.

Actuators are expected to produce a desired change in the
targeted coherent structures. The local acceleration action
needed to stabilize an incipient bursting event can be in the form
of adaptive wall, transpiration or wall heat transfer. Traveling
surface waves can be used to modify a locally convecting pres-
sure gradient such that the wall motion follows that of the
coherent event causing the pressure change. Surface motion in
the form of a Gaussian hill with height y* = #[10] should be
sufficient to suppress typical incipient bursts (Lumley, 1991;
Carlson and Lumley, 1996). Such time-dependent alteration in
wall geometry can be generated by driving a flexible skin using
an array of piezoelectric devices (dilate or contract depending
on the polarity of current passing through them), electromag-
netic actuators, magnetoelastic ribbons (made of nonlinear ma-
terials that change their stiffness in the presence of varying
magnetic fields), or Terfenol-d rods (a novel metal composite,
developed at Grumman Corporation, which changes its length
when subjected to a magnetic field). Note should also be made
of other exotic materials that can be used for actuation. For
example, electrorheological fluids (Halsey and Martin, 1993)
instantly solidify when exposed to an electric field, and may
thus be useful for the present application. Recently constructed
microactuators specifically designed for flow control include
those by Wiltse and Glezer (1993), James et al. (1994 ), Jacob-
son and Reynolds (1993; 1995; 1998), and Vargo and Muntz
(1996).

Suction/injection at many discrete points can be achieved by
simply connecting a large number of minute streamwise slots,
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arranged in a checkerboard pattern, to a low-pressure/high-
pressure reservoir located underneath the working surface. The
transpiration through each individual slot is turned on and off
using a corresponding number of independently controlled mi-
crovalves. Alternatively, positive-displacement or rotary micro-
pumps (see, for example, Sen et al., 1996; Sharatchandra et al.,
1997) can be used for blowing or sucking fluid through small
holes/slits. Based on the results of Gad-el-Hak and Blackwelder
(1989), equivalent suction coefficients of about 0.0006 should
be sufficient to stabilize the near-wall region. Assuming that
the skin-friction coefficient in the uncontrolled boundary layer
is C; = 0.003, and assuming further that the suction used is
sufficient to establish an asymptotic boundary layer (déy/dx =
0, where 8, is the momentum thickness), the skin friction in
the reactively controlled case is then C; = 0 + 2C, = 0.0012,
or 40% of the original value. The net benefit would, of course,
be reduced by the energy expenditure of the suction pump (or
micropumps) as well as the array of microsensors and micro-
valves.

Finally, if the bursting events are to be eliminated by lowering
the near-wall viscosity, direct electric-resistance heating can be
used in liquid flows and thermoelectric devices based on the
Peltier effect can be used for cooling in the case of gaseous
boundary layers. The absolute viscosity of water at 20°C de-
creases by approximately 2% for each 1°C rise in temperature,
while for room-temperature air, p decreases by approximately
0.2% for each 1°C drop in temperature. The streamwise momen-
tum equation written at the wall can be used to show that a
suction coefficient of 0.0006 has approximately the same effect
on the wall-curvature of the instantaneous velocity profile as a
surface heating of 2°C in water or a surface cooling of 40°C in
air (Liepmann and Nosenchuck, 1982; Liepmann et al., 1982).

Sensors and actuators of the types discussed in this section
can be combined on individual electronic chips using microfa-
brication technology. The chips can be interconnected in a com-
munication network that is controlled by a massively parallel
computer or a self-learning neural network, perhaps each sen-
sor/actuator unit communicating only with its immediate neigh-
bors. In other words, it may not be necessary for one sensor/
actuator to exchange signals with another far away unit. Factors
to be considered in an eventual field application of chips pro-
duced using microfabrication processes include sensitivity of
sensors, sufficiency and frequency response of actuators’ action,
fabrication of large arrays at affordable prices, survivability in
the hostile field environment, and energy required to power the
sensors/actuators. As argued by Gad-el-Hak (1994), sensor/
actuator chips currently produced are small enough for typical
field application, and they can be programmed to provide a
sufficiently large/fast action in response to a certain sensor
output (see also Jacobson and Reynolds, 1995). Present proto-
types are, however, still quite expensive as well as delicate. But
so was the transistor when first introduced! It is hoped that the
unit price of future sensor/actuator elements would follow the
same dramatic trends witnessed in case of the simple transistor
and even the much more complex integrated circuit. The price
anticipated by Texas Instruments for an array of 0.5—2 million,
individually actuated mirrors used in high-definition optical dis-
plays hints that the technology is well in its way to mass-
produce phenomenally inexpensive microsensors and microac-
tuators. Additionally, current automotive applications are a rig-
orous proving ground for MEMS: under-the-hood sensors can
already withstand harsh conditions such as intense heat, shock,
continual vibration, corrosive gases and electromagnetic fields.

3.4 Micropumps. There have been several studies of mi-
crofabricated pumps. Some of them use non-mechanical effects.
The Knudsen pump mentioned in Section 2.5 uses the thermal-
creep effect to move rarefied gases from one chamber to an-
other. Ton-drag is used in electrohydrodynamic pumps (Bart et
al., 1990; Richter et al., 1991; Fuhr et al., 1992); these rely on
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Fig. 15 Schematic of micropump developed by Sen et al. (1996)

the electrical properties of the fluid and are thus not suitable
for many applications. Valveless pumping by ultrasound has
also been proposed (Moroney et al., 1991), but produces very
little pressure difference.

Mechanical pumps based on conventional centrifugal or axial
turbomachinery will not work at micromachine scales where
the Reynolds numbers are typically small, on the order of 1 or
less. Centrifugal forces are negligible and, furthermore, the
Kutta condition through which lift is normally generated is
invalid when inertial forces are vanishingly small. In general
there are three ways in which mechanical micropumps can
work:

1. Positive-displacement pumps. These are mechanical
pumps with a membrane or diaphragm actuated in a
reciprocating mode and with unidirectional inlet and out-
let valves. They work on the same physical principle
as their larger cousins. Micropumps with piezoelectric
actuators have been fabricated (Van Lintel et al., 1988;
Esashi et al., 1989; Smits, 1990). Other actuators, such
as thermopneumatic, electrostatic, electromagnetic or bi-
metallic, can be used (Pister et al., 1990; Doring et al.,
1992; Gabriel et al., 1992). These exceedingly minute
positive-displacement pumps require even smaller
valves, seals and mechanisms, a not-too-trivial microma-
nufacturing challenge. In addition there are long-term
problems associated with wear or clogging and conse-
quent leaking around valves. The pumping capacity of
these pumps is also limited by the small displacement
and frequency involved. Gear pumps are a different kind
of positive-displacement device.

2. Continuous, parallel-axis rotary pumps. A screw-type,
three-dimensional device for low Reynolds numbers was
proposed by Taylor (1972) for propulsion purposes and
shown in his seminal film. It has an axis of rotation
parallel to the flow direction implying that the powering
motor must be submerged in the flow, the flow turned
through an angle, or that complicated gearing would be
needed.

3. Continuous, transverse-axis rotary pumps. This is the
class of machines that was recently developed by Sen
et al. (1996). They have shown that a rotating body,
asymmetrically placed within a duct, will produce a net
flow due to viscous action. The axis of rotation can be
perpendicular to the flow direction and the cylinder can
thus be easily powered from outside a duct. A related
viscous-flow pump was designed by Odell and Kovasz-
nay (1971) for a water channel with density stratification.
However, their design operates at a much higher Reyn-
olds number and is too complicated for microfabrication.

As evidenced from the third item above, it is possible to
generate axial fluid motion in open channels through the rotation
of a cylinder in a viscous fluid medium. Odell and Kovasznay
(1971) studied a pump based on this principle at high Reynolds
numbers. Sen et al. (1996) carried out an experimental study
of a different version of such a pump. The novel viscous pump,
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shown schematically in Fig. 15, consists simply of a transverse-
axis cylindrical rotor eccentrically placed in a channel, so that
the differential viscous resistance between the small and large
gaps causes a net flow along the duct. The Reynolds numbers
involved in Sen et al.’s work were low (0.01 < Re = 2wa?/v
< 10, where w is the radian velocity of the rotor, and a is its
radius), typical of microscale devices, but achieved using a
macroscale rotor and a very viscous fluid. The bulk velocities
obtained were as high as 10% of the surface speed of the rotating
cylinder. Sen et al. (1996) have also tried cylinders with square
and rectangular cross-sections, but the circular cylinder deliv-
ered the best pumping performance.

A finite-element solution for low-Reynolds-number, uniform
flow past a rotating cylinder near an impermeable plane bound-
ary has already been obtained by Liang and Liou (1995). How-
ever, a detailed two-dimensional Navier-Stokes simulations of
the pump described above have been carried out by Sharatchan-
dra et al. (1997), who extended the operating range of Re
beyond 100. The effects of varying the channel height H and
the rotor eccentricity ¢ have been studied. It was demonstrated
that an optimum plate spacing exists and that the induced flow
incréases monotonically with eccentricity; the maximum flow-
rate being achieved with the rotor in contact with a channel
wall. Both the experimental results of Sen et al. (1996) and the
2-D numerical simulations of Sharatchandra et al. (1997) have
verified that, at Re < 10, the pump characteristics are linear and
therefore kinematically reversible. Sharatchandra et al. (1997,
1998a) also investigated the effects of slip flow on the pump
performance as well as the thermal aspects of the viscous de-
vice. Wall slip does reduce the traction at the rotor surface and
thus lowers the performance of the pump somewhat. However,
the slip effects appear to be significant only for Knudsen num-
bers greater than 0.1, which is encouraging from the point of
view of microscale applications.

In an actual implementation of the micropump, several practi-
cal obstacles need to be considered. Among those are the larger
stiction and seal design associated with rotational motion of
microscale devices. Both the rotor and the channel have a finite,
in fact rather small, width. DeCourtye et al. (1998) numerically
investigated the viscous micropump performance as the width
of the channel W becomes exceedingly small. The bulk flow
generated by the pump decreased as a result of the additional
resistance to the flow caused by the side walls. However, effec-
tive pumping was still observed with extremely narrow chan-
nels. Finally, Shartchandra et al. (1998b) used a genetic algo-
rithm to determine the optimum wall shape to maximize the
micropump performance. Their genetic algorithm uncovered
shapes that were nonintuitive but yielded vastly superior pump
performance.

Though most of the micropump discussion above is of flow
in the steady state, it should be possible to give the eccentric
cylinder a finite number of turns or even a portion of a turn
to displace a prescribed minute volume of fluid. Numerical
computations will easily show the order of magnitude of the
volume discharged and the errors induced by acceleration at
the beginning of the rotation and deceleration at the end. Such
system can be used for microdosage delivery in medical applica-
tions.

3.5 Microturbines. DeCourtye et al. (1998) have de-
scribed the possible utilization of the inverse micropump device
(Section 3.4) as a turbine. The most interesting application of
such a microturbine would be as a microsensor for measuring
exceedingly small flowrates on the order of nanoliter/s (i.e.,
microfiow metering for medical and other applications).

The viscous pump described in Section 3.4 operates best at
low Reynolds numbers and should therefore be kinematically
reversible in the creeping-flow regime. A microturbine based
on the same principle should, therefore, lead to a net torque in
the presence of a prescribed bulk velocity. The results of three-
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Fig. 16 Turbine rotation as a function of the bulk velocity in the channel.
From DeCourtye et al. (1998).

dimensional numerical simulations of the envisioned microtur-
bine are summarized in this subsection. The Reynolds number -
for the turbine problem is defined in terms of the bulk velocity,
since the rotor surface speed is unknown in this case,

_U2a)
B 14

Re (78)

where U is the prescribed bulk velocity in the channel, a is the
rotor radius, and v is the kinematic viscosity of the fluid.

Figure 16 shows the dimensionless rotor speed as a function
of the bulk velocity, for two dimensionless channel widths
W = o and W = 0.6. In these simulations, the dimensionless
channel depth is H = 2.5 and the rotor eccentricity is €/ =
0.9. The relation is linear as was the case for the pump problem.
The slope of the lines is 0.37 for the 2-D turbine and 0.33 for
the narrow channel with W = 0.6. This means that the induced
rotor speed is, respectively, 0.37 and 0.33 of the bulk velocity
in the channel. (The rotor speed can never, of course, exceed
the fluid velocity even if there is no load on the turbine. Without
load, the integral of the viscous shear stress over the entire
surface area of the rotor is exactly zero, and the turbine achieves
its highest albeit finite rpm.) For the pump, the corresponding
numbers were 11.11 for the 2-D case and 100 for the 3-D case.
Although it appears that the side walls have bigger influence
on the pump performance, it should be noted that in the turbine
case a vastly higher pressure drop is required in the 3-D duct
to yield the same bulk velocity as that in the 2-D duct (dimen-
sionless pressure drop of Ap* = Apda®/pv? = —29 versus
Ap* = —1.5).

The turbine characteristics are defined by the relation between
the shaft speed and the applied load. A turbine load results in
a moment on the shaft, which at steady state balances the torque
due to viscous stresses. At a fixed bulk velocity, the rotor speed
is determined for different loads on the turbine. Again, the
turbine characteristics are linear in the Stokes (creeping) flow
regime, but the side walls have weaker, though still adverse,
effect on the device performance as compared to the pump case.
For a given bulk velocity, the rotor speed drops linearly as the
external load on the turbine increases. At large enough loads,
the rotor will not spin, and maximum rotation is achieved when
the turbine is subjected to zero load.

At present it is difficult to measure flowrates on the order of
10~ m’/s (1 nanoliter/s). One possible way is to directly
collect the effluent over time. This is useful for calibration but
is not practical for on-line flow measurement. Another is to use
heat transfer from a wire or film to determine the local flowrate
as in a thermal anemometer. Heat transfer from slowly moving
fluids is mainly by conduction so that temperature gradients can
be large. This is undesirable for biological and other fluids
easily damaged by heat. The viscous mechanism that has been
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proposed and verified for pumping may be turned around and
used for measuring. As demonstrated in this subsection, a freely
rotating cylinder eccentrically placed in a duct will rotate at a
rate proportional to the flowrate due to a turbine effect. In fact
other geometries such as a freely rotating sphere in a cylindrical
tube should also behave similarly. The calibration constant,
which depends on system parameters such as geometry and
bearing friction, should be determined computationally to ascer-
tain the practical viability of such a microflow meter. Geome-
tries that are simplest to fabricate should be explored and studied
in detail.

3.6 Microbearings. Many of the micromachines use ro-
tating shafts and other moving parts which carry a load and
need fluid bearings for support, most of them operating with
air or water as the lubricating fluid. The fluid mechanics of
these bearings are very different compared to that of their larger
cousins. Their study falls in the area of microfluid mechanics,
an emerging discipline which has been greatly stimulated by
its applications to micromachines and which is the subject of
this paper.

Macroscale journal bearings develop their load-bearing ca-
pacity from large pressure differences which are a consequence
of the presence of a viscous fluid, an eccentricity between the
shaft and its housing, a large surface speed of the shaft, and a
small clearance to diameter ratio. Several closed-form solutions
of the no-slip flow in a macrobearing have been developed.
Wannier (1950) used modified Cartesian coordinates to find
an exact solution to the biharmonic equation governing two-
dimensional journal bearings in the no-slip, creeping flow re-
gime. Kamal (1966) and Ashino and Yoshida (1975) worked
in bipolar coordinates; they assumed a general form for the
streamfunction with several constants which were determined
using the boundary conditions. Though all these methods work
if there is no slip, they cannot be readily adapted to slip flow.
The basic reason is that the flow pattern changes if there is slip
at the walls and the assumed form of the solution is no longer
valid.

Microbearings are different in the following aspects: (1) be-
ing so small, it is difficult to manufacture them with a clearance
that is much smaller than the diameter of the shaft; (2) because
of the small shaft size, its surface speed, at normal rotational
speeds, is also small; and (3) air bearings in particular may be
small enough for non-continuum effects to become important.
(The microturbomachines being developed presently at MIT
operate at shaft rotational speeds on the order of 1 million rpm,
and are therefore operating at different flow regime from that
considered here.) For these reasons the hydrodynamics of lubri-
cation is very different at microscales. The lubrication approxi-
mation that is normally used is no longer directly applicable
and other effects come into play. From an analytical point of
view there are three consequences of the above: fluid inertia is
negligible, slip flow may be important for air and other gases,
and relative shaft clearance need not be small.

In a recent study, Maureau et al. (1997) analyzed microbear-
ings represented as an eccentric cylinder rotating in a stationary
housing. The flow Reynolds number is assumed small, the clear-
ance between shaft and housing is not small relative to the
overall bearing dimensions, and there is slip at the walls due
to nonequilibrium effects. The two-dimensional governing
equations are written in terms of the streamfunction in bipolar
coordinates. Following the method of Jeffery (1920), Maureau
et al. (1997) succeeded in obtaining an exact infinite-series
solution of the Navier-Stokes equations for the specified geome-
try and flow conditions. In contrast to macrobearings and due
to the large clearance, flow in a microbearing is characterized
by the possibility of a recirculation zone which strongly affects
the velocity and pressure fields. For high values of the eccentric-
ity and low slip factors the flow develop a recirculation region,
as shown in the streamlines plot in Fig. 17.
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Fig.17 Effect of slip factor and eccentricity on the microbearing stream-
lines. From top to bottom, eccentricity changes as ¢ = 0.2, 0.5, 0.8. From
left to right, slip factor changes as S = (2 — o,/0}Kn = 0, 0.1, 0.5. From
Maureau et al. (1997).

From the infinite-series solution the frictional torque and the
load-bearing capacity can be determined. The results show that
both are similarly affected by the eccentricity and the slip factor:
they increase with the former and decrease with the latter. For
a given load, there is a corresponding eccentricity which gener-
ates a force sufficient to separate shaft from housing (i.e. suffi-
cient to prevent solid-to-solid contact). As the load changes the
rotational center of the shaft shifts a distance necessary for the
forces to balance. It is interesting to note that for a weight that
is vertically downwards, the equilibrium displacement of the
center of the shaft is in the horizontal direction. This can lead
to complicated rotor dynamics governed by mechanical inertia,
viscous damping and pressure forces. A study of this dynamics
may of interest. Real microbearings have finite shaft lengths,
and end walls and other three-dimensional effects influence
the bearing characteristics. Numerical simulations of the three-
dimensional problem can readily be carried out and may also
be of interest to the designers of microbearings. Other potential
research includes determination of a criterion for onset of cavita-
tion in liquid bearings. From the results of these studies, infor-
mation related to load, rotational speed and geometry can be
generated that would be useful for the designer.

Finally, Piekos et al. (1997) have used full Navier-Stokes
computations to study the stability of ultra-high-speed, gas mi-
crobearings. They conclude that it is possible—despite signifi-
cant design constraints—to attain stability for specific bearings
to be used with the MIT microturbomachines ( Epstein and Sent-
uria, 1997; Epstein et al., 1997), which incidentally operate at
much higher Reynolds numbers (and rpm) than the micro-
pumps/microturbines/microbearings considered thus far in this
and the previous two subsections. According to Piekos et al.
(1997), high-speed bearings are more robust than low-speed
ones due to their reduced running eccentricities and the large
loads required to maintain them.

4 Concluding Remarks

The forty-year-old vision of Richard Feynman of building
minute machines is now a reality. Microelectromechanical sys-
tems have witnessed explosive growth during the last decade
and are finding increased applications in a variety of industrial
and medical fields. The physics of fluid flows in microdevices
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and some representative applications have been explored in this
paper. While we now know a lot more than we did just few
years ago, much physics remains to be explored so that rational
tools can be developed for the design, fabrication and operation
of MEMS devices.

The traditional Navier-Stokes model of fluid flows with no-
slip boundary conditions works only for a certain range of the
governing parameters. This model basically demands two con-
ditions. (1) The fluid is a continuum, which is almost always
satisfied as there are usually more than 1 million molecules in
the smallest volume in which appreciable macroscopic changes
take place. This is the molecular chaos restriction. (2) The
flow is not too far from thermodynamic equilibrium, which is
satisfied if there is sufficient number of molecular encounters
during a time period small compared to the smallest time-scale
for flow changes. During this time period the average molecule
would have moved a distance small compared to the smallest
flow length-scale.

For gases, the Knudsen number determines the degree of
rarefaction and the applicability of traditional flow models. As
Kn — 0, the time- and length-scales of molecular encounters
are vanishingly small compared to those for the flow, and the
velocity distribution of each element of the fluid instantaneously
adjusts to the equilibrium thermodynamic state appropriate to
the local macroscopic properties as this molecule moves through
the flow field. From the continuum viewpoint, the flow is isen-
tropic and heat conduction and viscous diffusion and dissipation
vanish from the continuum conservation relations, leading to
the Euler equations of motion. At small but finite Kn, the Na-
vier-Stokes equations describe near-equilibrium, continuum
flows.

Slip flow must be taken into account for Kn > 0.001. The
slip boundary condition is at first linear in Knudsen number
then nonlinear effects take over beyond a Knudsen number of
0.1. At the same transition regime, i.e., 0.1 < Kn < 10, the
linear (stress)-(rate of strain) and (heat flux)-(temperature
gradient) relations—needed to close the Navier-Stokes equa-
tions—also break down, and alternative continuum equations
(e.g., Burnett) or molecular-based models must be invoked. In
the transition regime, provided that the dilute gas and molecular
chaos assumptions hold, solutions to the difficult Boltzmann
equation are sought, but physical simulations such as Monte
Carlo methods are more readily executed in this range of Knud-
sen number. In the free-molecule flow regime, i.e., Kn > 10,
the nonlinear collision integral is negligible and the Boltzmann
equation is drastically simplified. Analytical solutions are possi-
ble in this case for simple geometries and numerical integration
of the Boltzmann equation is straightforward for arbitrary geom-
etries, provided that the surface-reflection characteristics are
accurately modeled.

Gaseous flows are often compressible in microdevices even
at low Mach numbers. Viscous effects can cause sufficient pres-
sure drop and density changes for the flow to be treated as
compressible. In a long, constant-area microduct, all Knudsen
number regimes may be encountered and the degree of rarefac-
tion increases along the tube. The pressure drop is nonlinear
and the Mach number increases downstream, limited only by
choked-flow condition.

Similar deviation and breakdown of the traditional Navier-
Stokes equations occur for liquids as well, but there the situation
is more murky. Existing. experiments are contradictory. There
is no kinetic theory of liquids, and first-principles prediction
methods are scarce. Molecular dynamics simulations can be
used, but they are limited to extremely small flow extents. Nev-
ertheless, measurable slip is predicted from MD simulations at
realistic shear rates in microdevices.

MEMS are finding increased applications in the diagnosis
and control of turbulent flows. The use of microsensors and
microactuators promises a quantum leap in the performance of
reactive flow control systems, and is now in the realm of the
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possible for future practical devices. Simple, viscous-based
micropumps can be utilized for microdosage delivery, and
microturbines can be used for measuring flowrates in the
nanoliter/s range. Both of these can be of value in several
medical applications.

Much nontraditional physics is still to be learned and many
exciting applications of microdevices are yet to be discovered.
The future is bright for this emerging field of science and tech-
nology and members of the American Society of Mechanical
Engineers should be in the forefront of this progress. Richard
Feynman was right about the possibility of building mite-size
machines, but was somewhat cautious in forecasting that such
machines, while ‘‘would be fun to make,”” may or may not be
useful.
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Concentration Profiles in
Shallow Turbulent Wakes

The present study deals with the noninvasive measurement of concentration in the
intermediate shallow turbulent wake region using a video-imaging technique. The
flow depths considered in the present study are small compared to the width of the
channel and the generated wakes are categorized as shallow. On the basis of the
observed behavior, the wakes are classified as deep-shallow wakes and shallow-
shallow wakes. The topology of the dye concentration distribution in the near and
intermediate wake region indicates that the vortex structure tends to be preserved
when the flow depth is relatively high and the dominant eddy structures are similar
to that noticed in conventional two-dimensional wakes. In shallow-shallow wakes,
the conventional Karman vortex street appears to be annihilated or intermittent. The
lateral concentration distribution at several axial stations covering the first thirty body
widths are considered for analysis. The instantaneous concentrations are observed to
be several times higher than the corresponding mean values. Attempts are also made
to determine the paths traversed by the vortex cores and the vortex core convection
velocity. The axial variation of the wake half-width with depth of flow is also exam-
ined. A model is developed to predict the spread of the wake with downstream distance
from the test body. A friction length scale is introduced in the model to account for
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the influence of depth and bed friction on the development of the wake.

1 Introduction

General Remarks. A convenient way of disposing indus-
trial and municipal wastes is to discharge them into the natural
water bodies. The disposed wastes usually have a detrimental
impact on both human and aquatic ecosystem. For example,
the downstream water quality in a river would depend on the
hydrodynamics of transport and mixing of the wastes. Similarly,
an increase in the temperature of a river due to heated water
discharge may decrease its assimilative capacities for oxygen
demanding wastes like sewage effluents (Fischer et al., 1979).
As aresult, studies have been carried out to better understand the
characteristics of these environmentally important flow fields. In
many of the flows reported in literature, the primary focus has
been on velocity measurement. However, to better understand
the dilution process and aid decision making, changes in instan-
taneous scalar quantities, such as concentration and temperature,
are also required. Interestingly, many of the flow fields encoun-
tered in the environment can be classified as shallow. Here, a
shallow flow is defined as the situation where the horizontal
length scale of a typical eddy is significantly larger than the
vertical scale (depth of flow).

Turbulent wakes have been studied in the past using conven-
tional single-point instruments such as the hot wire, the thermis-
tor, and the light absorption probe. The statistics obtained from
such measurements have been quite useful (Antonia et al., 1991;
Browne et al., 1989; Kiya and Matsumura, 1985 and Matsumura
and Antonia, 1993). However, during data acquisition, some
part of the instrument generally intrudes into the fiow. Further-
more, to obtain information about the turbulent structure of
the flow, measurement must be made simultaneously at several
stations in the flow. The number of measurement stations is
quite often limited by the capacity of the data acquisition system
available. Moreover, an increase in the number of measurement
locations also increases the overall interference effects. It is
thus desirable that these measurements be nonintrusive.
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Previous Studies

Bluff Body Wakes. Turbulent wakes generated by flow past
objects have been the focus of many investigations (Townsend,
1949; Antonia et al., 1991; Bisset et al., 1990; Browne et al.,
1989; Kiya and Matsumura, 1985; and Matsumura and Antonia,
1993). The wake generator used in many of the earlier studies
has been the circular cylinder placed normal to the flow. The
flow under such conditions is subject to severe Reynolds num-
ber effects (i.e., points of separation shift as the Reynolds num-
ber changes) especially in the critical range. As a consequence,
the hydrodynamic characteristics have a strong dependence on
the Reynolds number (Ramamurthy and Ng, 1973).

Many of the previous studies have been confined to the far
wake (Bisset et al., 1990 and LaRue, 1974a and 1974b) where
the flow is dynamically similar and approximately self-preserv-
ing. A few studies have also been carried out in the near wake
by Antonia (1991) and Cantwell and Coles (1983), and in the
immediate wake by Fage (1935), Freymuth (1971), Hayakawa
and Hussain (1989), and Matsumura and Antonia (1993). Ba-
lachandar et al., (1997) remark that earlier measurements in
the near and intermediate wakes indicate a qualitative confirma-
tion of loss of organization with increasing distance from the
body.

The velocity field has been studied in detail in the past espe-
cially using the hot wire anemometer. Kiya (1988) conducted
measurements at an axial station eight-body widths downstream
of a normal flat plate to obtain the various frequency compo-
nents of the incoherent velocity fluctuations. Antonia et al.
(1991) address the contribution that near wake structures make
to the Reynolds stresses and how this contribution varies with
distance from the cylinder. Matsumura and Antonia (1993) also
examined the contribution of the coherent motion to the trans-
port of both momentum and heat fluxes in the intermediate
wake. Hot-wire measurements in the near and intermediate
wake of a circular cylinder by Cantwell and Coles (1983), and
Hayakawa and Hussain (1989) reveal that the vortex centers
can unexpectedly lie very close to the wake axis. Furthermore,
using the hot-wire, Cantwell and Coles (1983), Hayakawa and
Hussain (1989), and Matsumura and Antonia (1993) have
noted that the vortex core convection velocity is about 80 to 90
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percent of the freestream velocity for 6 < X/d < 20. Here, X
is the coordinate along the wake axis and d is the diameter of
the cylinder.

Some scalar measurements like temperature have also been
carried out in the far wake of a circular cylinder by Antonia et
al., (1991) and LaRue (1974 ) and in the intermediate wake by
Fage and Falkner (1935), Freymuth (1971), and Matsumura
and Antonia (1993). These structures have been studied with
regard to the spectra of temperature fluctuations.

There is experimental evidence (Balachandar et al., 1997,
Hinze, 1959; LaRue, 1974b; and Kovasznay, 1949) to suggest
that the wake half-width obtained from scalar measurements
(6,) in two-dimensional wakes is wider than the corresponding
values obtained from velocity measurements (4,). In the near
region, it has been noted that the ratio d,./6, is between 1.5 and
2.5. In the far wake, however, this ratio varies from 1.3 to 1.6.
In the case of an axisymmetric wake generated by a sphere,
Freymuth and Uberoi (1971) note that the half-width of the
temperature profile is only faintly wider than the corresponding
width of the velocity profile. One should note that a two-dimen-
sional wake is more strongly organized than the wake of an
axisymmetric bluff body.

Shallow Wakes. Most of the previous experiments were
conducted in test sections of large depths compared to the width
of the wake. However, many turbulent shear flows exist in
shallow environments, where the horizontal length scale is sig-
nificantly large compared to the depth of the flow field (Burger
and Wille, 1972; Ingram and Chu, 1987; and Wolanski et al.,
1984). The vortex wakes downstream of islands in Rupert Bay
(Figs. 3(a) to 3(f) in Ingram and Chu, 1987) are typical
examples. Moreover, effluent discharge into shallow waters is
often encountered in engineering practice. A few studies have
been conducted to study the characteristics of shallow wakes
(Balachandar et al., 1993 and Ingram and Chu, 1987).

The present study deals with the measurement of concentra-
tion profiles in intermediate shallow turbulent wakes. The study
focuses on the instantaneous dye concentration measurement in
a non-invasive fashion using a video-imaging technique. Exten-
sive experiments are conducted to study the influence of flow
depth and bed friction on the concentration distribution in shal-
low wakes generated by a flat plate normal to the flow direction.

2 Theoretical Considerations

Deep Wakes. For the flow under consideration, two distinct
turbulence scales can be distinguished. There is a large-scale
(vortex) motion generated by the test body and a small-scale
motion generated by bed friction. The bed friction, besides gen-
erating the small-scale motion, exerts a stabilizing influence on
the large-scale motion. The transverse flow is stable if the bed
friction influence is sufficiently strong to suppress the develop-
ment of the large-scale disturbance. As a consequence, the span-
wise extent of the wake will be limited once the flow becomes
stabilized. Moreover, the free water surface and the channel
bed impose a restriction on the vertical length scale of the
turbulent motion.

The model formulation considered here is based on a Lagran-
gian averaging procedure and the concept of a dominant eddy.
Here, ‘‘dominant eddy’’ refers to a large-scale coherent struc-
ture of the turbulent motion that extends across the width of
the wake. An obstruction (e.g., the test body) will generate
large-scale dominant eddies, which move with a slower velocity
relative to the external flow and produce a velocity defect (#)
and a momentum defect (M). The following assumptions are
made in the model formulation: (i) The flow is turbulent and
quasi-two dimensional; (ii) the mean flow velocity transverse
to the main flow is negligible compared to the streamwise flow
velocity (U); (iii) the static pressure variation across the wake
is negligible; and (iv) the flow is essentially parallel and with
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the aid of depth averaging, the pressure gradient can be defined
as: dP/dX = pC;U?/2h. Here, C;is the skin friction coefficient
and 4 is the depth of flow.

A material volume consisting of dominant eddies produced
over one unit of time will have a length equal to (U — u).
Figure 1 shows a definition sketch and the coordinate system
adopted. Here, ““X "’ refers to the coordinate measured from
the body along the axis of the wake and ‘Y’ is the lateral
coordinate measured from the axial plane. The momentum de-
fect in a unit time, M, associated with the material volume is
given by: M = 2pbhu[ U — u]. Here, h and b are, respectively,
the depth of flow and one half of the wake width and p is the
fluid density. Newton’s second law of motion applied to the
material volume will yield:

dMldt = F; — F, = pCeb{([U — u][(U — w)* = U1} (1)

where F, and F; refer to the pressure force and bed frictional
force, respectively. Rearranging and simplifying, one obtains:

dMIdX = —(MC;/2h) — pCebU? — U(U — u)]  (2)

If one assumes that u < U, Eq. (2) can be simplified and
integrated to yield:

M(X) = M, exp(—C;X/2h) (3)

In Eq. (3), M, is the initial momentum defect of the wake. This
equation reveals that M decays exponentially with downstream
distance due to the presence of bed friction. In very deep flows
(i.e., for h = ), M essentially stays constant.

An entrainment hypothesis is introduced to complete the for-
mulation. The rate of growth of the wake is assumed to be
proportional to the velocity defect, i.e.,

dbldX = a*ul/[U — u] (4)

In the above equation, a* is a measure of the entrainment coef-
ficient. Making use of assumption 3, one can write: C,dU? =
2ublU — u]. With u < U, this can be simplified to:

ul{U — ul = C,d/2b = 0/2b 5

Here, C, is the drag coefficient and # is the momentum thick-
ness. Combining Eqgs. (4) and (5) and integrating, one can
obtain: b = [a*6X ]'/?. Theoretical evaluation of » from veloc-
ity consideration in the far wake of a circular cylinder (Schlicht-
ing, 1979) gives:

b =057[C,Xd]"* = 0.57[6X]'"? (6)

Moreover, the wake half-width based on velocity measurement
(8,) is typically equal to 0.441b. Hence, Eq. (6) can be rewritten
as:

8,/8 = 0.25[X/6]"? N

On studying the limited wake velocity data available in litera-
ture for near and intermediate wakes, one notes that a relation-
ship similar to Eq. (7) can be found to exist (Fig. 12(a)). One
can now take into consideration some experimental evidence
(Balachandar et al., 1997; Hinze, 1959; and LaRue, 1974b)
with regard to the relative magnitudes of half-width obtained
from scalar measurements (4,.) and velocity measurements (4,)
in two-dimensional wakes. If one assumes 6, = 1.88, in the
intermediate wake, Eq. (7) would yield:

5,./0 = 0.45[X/6]1"% = a[X/6]'" (8)

Equation (8) is valid for deep wakes and serves to provide an
initial estimate of 0.45 for the value of « at other flow depths.

Shallow Wakes. The development of a wake depends on
the extent of entrainment, or specifically on the entrainment
coefficient. The transverse spreading rate decreases as the fric-
tion influence becomes more important, especially in the far
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Fig. 1 Experimental setup (inset: schematic of dye injection device)

field. Consistent with Eq. (3), one would expect a deep wake
(h — ) to grow without bound. On the contrary, the develop-
ment of shallow wake is limited in extent due to the stabilizing
influence of bed friction. In order to account for the effects of
depth and bed friction on the entrainment process in quasi-two
dimensional shallow wakes, dimensionless bed friction parame-
ters have been proposed by various researchers. In this context,
a friction length scale defined as Ly = h/C;, is a useful geometric
scale. In the present study, a dimensionless bed friction number
is defined as:

S = CX/h (9)

Furthermore, earlier studies (Ingram and Chu, 1987) have
shown that while the bed friction tends to stabilize the flow,
the transverse shear tends to de-stabilize the flow field. As will
be shown later, the Karman vortex street formed behind a two-
dimensional bluff body will be annihilated if the flow depth is
small. Detailed descriptions of the wake flow field are provided
in a subsequent section. However, for the development of the
model, one can trace the absence of the Karman vortex street
to a bed friction effect. In this context, one can define a wake
stability parameter S,, as:

S, = Cdlh (10)

If S, were less than a certain critical value, one would expect
a vortex street to be formed. On the other hand, if S, is suffi-
ciently large, the shear layers developed along the two sides of
the wake would be stabilized and no vortex street would be
formed. On studying Eq. (10), the following remarks can be
made:

(i) For a given depth of flow (k) and size of the wake
generator (d), S,, would increase if the skin friction coefficient
increases (i.e., if the bed becomes more rough, no vortex street
is likely to form).

(ii) If h and C; were held constant, one would expect S, to
increase with increasing size of the wake generator (i.e., a larger
wake generator is expected to provide a narrower normalized
half-width).

(#ii) For a given skin friction coefficient and body size, S,,
would increase with decreasing depth (i.e., a shallower wake
is less likely to have Karman vortex street).

The calculation of the entrainment or spreading rate depends
on the entrainment hypothesis adopted. The value of the entrain-
ment coefficient («) depends on the depth of flow, and at a
given depth, it also varies along the wake axis. For the present
study, the entrainment coefficient is assumed to be influenced
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by the bed friction, rather than being constant (as would be the
case in very deep flows). One should also note that the assump-
tion of constant entrainment hypothesis would lead to over-
estimating the entrainment and mixing in shallow flows. Using
the friction length scale as the appropriate scaling parameter and
following Babarutsi et al. (1989), one can define an entrainment
coefficient o as follows:

a=ofl —8§/8]if S<S,anda =0for § =5, (11)

Here, S is given by Eq. (9) and «, is a function of the depth
of flow. Further, a, and S, (critical bed friction number) are
model coefficients to be determined from experimental data.
The above equations reveal that the entrainment coefficient (a)
decreases as «, decreases or as S increases (i.e., when the depth
becomes more shallow or in the far wake region). In the case
of deep flow (h — ), § > 0 and a remains constant (a =
a,). One would therefore expect very deep wakes to grow
indefinitely. In shallow wakes, on the other hand, the spread
assumes an asymptotic value once § = §.. In such cases, further
growth of the wake is arrested and M continues to decay. From
Egs. (8) and (11), one can write a generalized equation as:

8e/0 = o [1 — S1S.1[X/6]'* (12)

3 Experimental Arrangement

Video Imaging Technique. Recent advances in flow visu-
alization techniques and the use of video imaging procedures
have removed many of the limitations associated with conven-
tional instrumentation. One effective way of studying concen-
tration distribution and the structure of the turbulent motion is
to introduce dye into the flow and capture video images of the
visual flow field. The color that is recognized at each pixel on
a digitized image is a combination of the three primary colors
(red (R), green (G), and blue (B)). The R, G, and B values
can be used to convert the qualitative images into useful concen-
tration data (Tachie, 1997).

It is known that the absorption of light increases with increas-
ing dye concentration. As a result, if the dye concentration were
higher, the digitized images would appear darker and indicate
lower values of R, G, and B. At a fixed concentration, the
absorption of light would also increase with increasing depth
of flow. For all other conditions remaining the same, a certain
concentration would indicate lower values of R, G, and B at
larger depths when compared with the data obtained at shal-
lower depths. Consequently, these aspects have to be taken into
account in the development of a procedure to convert qualitative
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flow visualization images into useful quantitative concentration
data. With a proper calibration, the qualitative visual images can
then be analyzed to obtain very useful quantitative concentration
information. Details of the calibration procedure and use of the
video camera to measure dye concentration are available in
Tachie (1997) and are avoided here for brevity. Comparing
results with conventional light absorption probe measurements
at similar test conditions has validated the use of video imaging
technique to measure concentration. Parameters such as lighting
conditions and initial dye injection concentration were chosen
such that there would be no saturation of the pixel values at
the highest concentration encountered. It should also be re-
marked that the instantaneous concentration measurement re-
ported herein is effectively an integrated measurement along a
line of depth. To ensure that this measurement is meaningful,
concentration measurements were obtained using a light absorp-
tion probe at one-third, mid, and two-thirds of the depth. The
maximum deviation in the three measurements was less than 5
percent.

Comparison of the present video imaging technique to previ-
ous nonintrusive concentration measurement techniques such
as light-induced fluorescence (LIF) is in order. LIF technique
has been proven to be quite useful to measure concentration in
a few earlier jet studies (Dahm and Dimotakis, 1987 and Paul
et al., 1990). From the reported results, it can be noted that the
spatial resolution is higher in the LIF technique. The LIF can
also be used to provide an estimate of the instantaneous concen-
tration along the depth of the flow using an array of photodiodes
(Koochesfahani and Dimotakis, 1985). However, as remarked
earlier, for the present flow configuration, the variation of the
instantaneous concentration across the depth is not significant
and, the present video-imaging technique is quite useful in esti-
mating concentration over a larger region of the flow field (0
= X/d = 30). The ability to obtain the concentration over a
larger area of the flow field is the main advantage of the present
method. Besides this, the simplicity and cost of the setup are
other major advantages. The image area of 0.8 m X 2 m in the
present study is significantly greater than the image areas of
previous LIF studies. Corresponding areas of previous LIF stud-
ies were less than 20 cm X 20-cm even when extremely power-
ful laser light sources were used for illumination.

Experimental Setup and Procedure. The experiments
were conducted in a rectangular cross-section open channel
flume (Fig. 1). The flume was 0.6 m deep, 0.8 m wide, and 10
m long. A contraction and several stilling arrangements to re-
duce any large-scale turbulence in the flow preceded the straight
section of the channel. The vertical walls of the channel were
made of glass to facilitate visual observation along the depth
of flow. The bottom of the channel was made of a white acrylic
sheet. This provided a uniform background for the camera look-
ing from above (Fig. 1). Furthermore, four 500 W lamps were
strategically placed around the flow field to ensure uniform
lighting over the region of interest. In order to eliminate or
reduce the dependence of the hydrodynamic characteristics on
the flow Reynolds number, a flat plate with sharp edges mounted
normal to the flow was used to generate the wake. The flat plate
was mounted about 1.5 m downstream of the contraction on
the acrylic sheet.

Dye of known concentration (C,) and flow rate (g,) was
introduced into the wake immediately behind the plate close to
the flow separating point. The dye was introduced at X/d = 0
in two layers to ensure uniform mixing along the depth (%) of
flow. Dye injection was controlled so as not to cause any sig-
nificant induced velocity. A special type of dye (Triactive-Red,
Tri-tex Inc., Quebec) was found to be very suitable in terms of
providing measurable concentration levels in the latter part of
the intermediate wake and also have a low enough dye injection
rate (g,) so as not to disturb the wake. The value of the diffusion
coefficient (D) was evaluated using the experimental molar
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volume at its boiling point (provided by the dye manufacturer).
The effective Schmidt number (v/D), was of the order of 10°.
The value of the Schmidt number indicates that the diffusion
of the dye particles on a molecular scale is extremely low. The
dye injection rate was measured using a rotameter. The mass
flow rate was measured using a weigh tank. The freestream
mean velocity upstream of the test body was evaluated from
the mass flow rate measurement.

A summary of the test conditions is shown in Table 1. For
the purpose of easy identification, a notation of the form d;; is
used to describe the test conditions. In particular, i (=2, 4) and
j(=1,2,3,4, 6 and 8) denote the width of the test body (in
cm) and depth of flow (in cm), respectively. At d = 4 cm and
h = 4 cm, three tests (test d,A, d:hB, and dsh,C) were
conducted. Tests d;h,A and dshyB were conducted at similar
conditions while Test d;4,C was at a higher freestream velocity.
Test dihyA was primarily used as a basis for validating the video
imaging technique. The initial dye concentration C, was set at
25 g/1 in all the tests except dyhyA where C, was 30 g/l

The video images of the flow field were obtained using the
video camera located directly above the wake region. On re-
viewing the tape, several images of the flow field were digitized
and chosen for analysis. Using an in-house computer program
(Dye Concentration Analysis Program—DCAP) developed us-
ing Visual Basic, the digitized images of the flow field were
converted into concentration contours.

4 Results and Analysis

Visual Observations. In the present series of tests, the
depths of flow are small (10 = & (mm) = 80) when compared
to both the width of the channel (800-mm) and the width of
the wake. Consequently, the wake flows can all be considered
shallow (Babarutsi et al., 1989). On the basis of the presence or
absence of the Karman vortex street, the flows are qualitatively
classified as deep-shallow wakes or shallow-shallow wakes. The
flow is denoted as a deep-shallow wake when the formation of
the Karman vortex street is continuous. This is done, as the
flow field based on visual observation is structurally similar to
the conventional two-dimensional bluff body wake. On the other
hand, the flow is classified as a shallow-shallow wake when
there is an absence or intermittent Karman vortex street. Consis-
tent with this observation, in Table 1, 4 = 3 cm is classified as
deep-shallow wakes and 2 < 3 cm is considered as shallow-
shallow wakes.

Typical deep-shallow wake flow patterns are shown in Fig.
2. Images (a), (b), (c¢), and (d) correspond to tests dihg, doh,
d,hyB, and d,h,C, respectively. The color contour (concentra-
tion variation) in each of the images in Fig. 2 will be discussed
in the following section. One can observe from each of these
images that the vortices are distinct and fairly well organized.
The vortices observed in tests dxhs and dyh, (not shown here)
appeared less organized when compared with those shown in
Fig. 2. Similar images for shallow-shallow wakes are shown in
Fig. 3. At h = 1 cm (i.e., Images (@) and (e)), the wakes are
devoid of the Karman vortex street. As is well known, the
primary reason for the formation of the vortex street is interac-
tion of the flow separating from the two edges of the test body
(Schlichting, 1979). In the very shallow flows, no such interac-
tion was noticeable. The wake regions are also narrow in these
tests. In tests dih, and dyh,, intermittent vortex shedding was
noted for about 50 to 60 percent of the observation time. As a
consequence, the flow patterns vary from time to time, as de-
picted in Images (b) to (d) and Images () to (4), respectively,
for tests d,h, and dhh, . Image (d) is for a typical instant at which
Karman vortex street was observed. However, such vortices are
relatively weak and less organized when compared to those
observed at deeper depths. The degree of variation from the
classical two-dimensional Karman vortex street description in-
creased with increasing downstream distance from the plate. At
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Table 1 Summary of test conditions

Test d (cm) h (cm) U (cm/s) Re = Udfv S = fdlU S Remark
dhA 4.0 4.0 10.01 3100 0.143 0.0076 KVS*

duh, 4.0 1.0 7.60 2330 — 0.0452 No KVS
dih, 4.0 2.0 10.53 3230 0.149 0.0176 Intermittent#
d.h,B 4.0 4.0 9.83 3010 0.156 0.0076 KVS

d,nC 4.0 4.0 15.69 4810 0.151 0.0068 KVS

dihe 4.0 6.0 10.47 3210 0.157 0.0046 KVS

dyhg 4.0 8.0 10.16 3110 0.155 0.0033 KVS

dohy 2.0 1.0 10.20 1570 —_ 0.0210 No KVS
dohy 2.0 2.0 10.30 1590 0.159 0.0088 Intermittent
dahy 2.0 3.0 11.43 1750 0.156 0.0052 KVS

dohy 2.0 4.0 10.52 1620 0.146 0.0038 KVS

*# KVS denotes continuous presence of Karman vortex street.
# Intermittent means the presence and absence of the Karman vortex street alternate.
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Fig. 2 Concentration contours in deep-shallow flows

c c
>5.19 >8.22
<5.19 l <822

il <3.71 i <208
<222 <0.822

<0411
<0.267
<0.185
<0.102

c* ¢’
>0.995 . > 12l (g)
<0.995 o <2
Uil <0.746 0 <0.804 !

<0.603

<0.597 o301
<.
<0.161
<0.121
<0.084

<0.348
<0.119
<0.090
<0.070

‘ (’I;hz

Fig. 3 Concentration contours in shallow-shallow flows
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Fig. 4 Original and analyzed video images of the wake (Test d 1)

some instances, the vortex cores were visually found to lie very
close to the wake axis. This behavior has also been noted by
other researchers (Cantwell and Coles, 1983 and Hayakawa and
Hussain, 1989) in the near wake of circular cylinders. As the
vortices traveled downstream from the body, they entrained the
surrounding fluid and increased in size. As a consequence, the
concentration in the core of the vortices appeared to decrease, as
visually evidenced from the decrease in the dye color intensity.

Topology of Concentration Field. Figure 4 shows the dig-
itized images of the wake at various instants of time for test
dshs. In this figure, Image (a) is the original digitized image,
while Image (b) shows the corresponding concentration contour
evaluated using DCAP. Images (b) to (f) show the develop-
ment of the wake over a period of 4 seconds. The color code
is indicated adjacent to Image (b). In the color code, C* =
ChUd!C,q, is a dimensionless concentration. In each of these
images, the flow is from the top to the bottom. It is clear from
these images that the dye concentration immediately behind the
plate is very high (black color). Following the vortex shedding
mechanism, all the injected dye is entrained into the developing
vortex on one side of the wake (e.g., right side of the test body
in Image (b)). At a later instant, the dye is entrained into the
succeeding vortex forming on the other edge of the plate (e.g.,
left side of the test body in Image (¢)).

With the prequalification that the present concentration con-
tours are valid for two-dimensional flows, attempts can be made
to understand how the dye is diluted in the wake. Consider two
vortices indicated as A and B in Image (b), one on either side
of the wake axis. It can be observed from these vortices that the
core regions have a very high concentration (black or magenta
color). The concentration decreases from the core toward the
outer edge of the vortex (Region II). At time z,, the inter-
connecting region between the two vortices also has a low
concentration. The color topology indicates that the inter-con-
necting region is dominated by red and dark blue color. Given
the opposite sense of rotation of A and B, one would expect
entrainment of the ambient clear water into the inter-connecting
region between the two vortices from the left side of the wake
axis.

Journal of Fluids Engineering

On following these vortices to a latter instant in time (¢,
+ 1 s), their overall shapes tend to be preserved. The peak
concentrations in the cores still maintain values close to that
noticed at time ¢, and the distribution of concentration within
the vortices also appears to be preserved. Thus, in the near
and the intermediate wake regions, the images indicate that the
preferential mode of transportation of the dye is by the larger
scales. However, the local transport of dye out of the vortex
may be due to the small scales. The black or magenta areas in
the cores of vortices A and B, indicating a larger concentration,
are decreased in size in Image (¢). The area of the inter-con-
necting region between vortices A and B is increased in Image
(¢) when compared to Image (b). Furthermore, the concentra-
tion of dye in this area is also increased with a significant
presence of green and gray. It is important to note that both A
and B lose concentration to the inter-connecting region between
the two vortices.

In studying the transport of a scalar in the wake of a circular
cylinder using a complex hot-wire probe, Matsumara and An-
tonia (1993) obtained contours of phase averaged coherent and
random heat flux vectors. Using this information, they arrived
at a description of the near wake scalar transport similar to the
one provided above. However, their results indicate that at X/
d = 10, the net scalar transport associated with the vortical
motion occurs only in the downstream region of the vortex.

As the two vortices travel further (Images (d), (e), and
(f)), the concentration topology within the vortices tends to
be similar to that noticed in Image (&). The core of the vortices
see a gradual decrease in concentration. As a result of entrain-
ment of ambient (clear) water, the inter-connecting region in-
creases significantly in size and thereby decreases the overall
concentration. The area indicated as Region II in each of the
images shows only a slight change in concentration distribution
and no flow is taking place from the core into Region II. These
results point to the fact that the scalar transport in the wake
(leading to dilution) is taking place from the vortex into the
inter-connecting region. The rotational motion within the vorti-
ces does not contribute to the transport of dye out of the vortex.

The concentration contours indicated in each of the images in
Fig. 2 (deep-shallow wakes) are consistent with the description
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noted in Fig. 4. In Fig. 3 (shallow-shallow wakes), the dye
concentration at larger distances from the plate is still very high
and have values close to that found immediately behind the
plate (i.e., black color).

Lateral Concentration Profiles

Mean Profiles. Using 50 to 60 images such as those shown
in Fig. 4, acquired in time intervals of one-third of a second,
one can calculate the average concentration, C%, at any station
in the wake. The fifty images used to compute C¥ correspond
to about 12 to 28 vortices passing through the axial stations.
The data obtained in the tests with 2 = 3 c¢cm at X/d = 5.0,
10.0, 20.0 and 27.5 are presented in Fig. 5. In this figure, the
concentration values across the axial stations are normalized by
the corresponding values on the wake axis, while the lateral
locations are normalized by the wake half-width (6). The char-
acteristic double peaks noted in this figure in the tests with d
= 4 cm are indication of the presence of a strong and well
organized alternating Karman vortex street that prevails at these
stations. As a result of dilution, these double peaks become less
distinct at larger X/d. This is consistent with the results of
Balachandar et al. (1997). No well-defined double peaks are
noted in tests dyhi3 and dph,. This is partly due to the reduced
organization of the vortical structures in these tests and partly
due to the limitations in the spatial resolution of the technique
used. With the exception of the data of test dsnC, at X/d =
5.0 and 10.0, all the profiles nearly collapsed onto a single curve.
The reason for the deviation in test d,2,C may be attributed to
the fact that, in obtaining C*, the freestream velocity (U) has
been used. The value of U is higher in test d,4,C when compared
to the other tests (see Table 1). In fact, a more appropriate
choice of the velocity scale would be the local velocity, and
not U.

Figure 6 shows the mean concentration distributions at & =
2 at various axial locations. The absence of the double peaks
at # = 1 and 2 cm in either set of tests is not unexpected. As
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noted earlier, the absence of the Karman vortex street (or its
intermittent nature at 2 = 2 cm) is responsible for this observa-
tion.

In many instances (e.g., mixing of pollutant and fuel), the
value of the maximum concentration is the major decision pa-
rameter. In order to illustrate the variations in the maximum
concentration distribution across the wake, two typical plots are
presented in Figs. 7(a) and 7(b). In each of these plots, the
corresponding variations of the minimum, time-averaged mean
and the r.m.s. concentrations are also shown. Figure 7(a) (Test
dshyB, X/d = 10) shows that the peak of the maximum concen-
tration distribution is approximately 450 percent greater than
the corresponding peak of the mean profile. One also notes from
Fig. 7(b) (test d,h,) that the peak value of the maximum profile
is still about 200 percent greater than the corresponding peak
of the mean profile at 27.5 diameters downstream of the plate.
The r.m.s. profiles show a variation similar to the mean concen-
tration profiles.

Instantaneous Profiles. The instantaneous concentration
distribution is also a useful decision parameter. To gain a better
understanding of the concentration distribution in the wake, the
instantaneous concentration data at five different instants of
time are shown in Fig. 8 for Test dyhs at X/d = 5. Due to the
nature of the Karman vortex street, the concentration values
across the wake vary from one instant to the other. For compari-
son purposes, the corresponding C% values are also indicated
in each of these plots. It can be seen that the instantaneous
concentrations can be three to four times larger than the C%
values. This is an aspect of concern in environmentally im-
portant flows, especially when one is dealing with pollutant
dispersion.

Axial Concentration Profiles. Figure 9 shows the plots of
the instantaneous concentration distribution along the wake axis
at five instants in time for test dsi,A. Also shown in each of
these plots are the average values obtained from a set of 50
frames. A rapid decay is noted in the region X/d = 10. The
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Fig. 6 Normalized concentration across the wake ath = 1 and 2 cm
(Uncertainty in C* = +8 percent, in Y/5 = +4 percent)
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changes in the average concentration along the wake axis be-
yond X/d = 10 are negligible. These can be attributed to the
reduced entrainment of ambient clear water into the wake re-
gion. It can also be noted that the instantaneous concentrations
vary quite significantly from the average values.

Vortex Centers and Core Velocity. As demonstrated by
Matsumura and Antonia (1993), the location of maximum tem-
perature within the vortex corresponds approximately to the
location of the extremum in vorticity at all X/d in the intermedi-
ate wake. They, however, drew attention to the fact that temper-
ature becomes a less effective marker of the vortices at larger
X/d. Zhou and Anontia (1992) identified a similar difficulty.
On the basis of this revelation, the video images and DCAP
can be used to locate the vortex cores. In this context, a vortex
core (Y,) refers to the point of maximum dye concentration
within a vortex. In order to determine the vortex cores most
accurately, the ranges of the color codes, as indicated in Image
(b) of Fig. 4, can suitably be chosen to minimize the area
of maximum concentration within the vortex. Furthermore, by
following the locus of a vortex core in succeeding frames, one
can also calculate variables such as the vortex core convection
velocity.

Figure 10(a) shows the variation of the axial distance, from
the test body, of the core locations of two neighboring vortices
A and B (similar to Fig. 4), one on each side of the wake axis,
(test dsh,A) with time. The average longitudinal convection
velocity (U,) for A and B in the axial direction is found to be
0.88U. This value compares favorably with previous (Cantwell
and Coles, 1983; Hayakawa and Hussain, 1989; and Matsumara
and Antonia, 1993) hot wire data in the wake of circular cylin-
der.

In order to gain better insight into the path a vortex takes
once it is shed, plots of lateral vortex core locations relative to
the wake axis (¥,) with downstream distance from the test body
are shown for some of the tests. A plot depicting three pairs of
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vortices (A, By; A,, By; As, Bs) for test dshg is shown in Fig.
10(b). A pair of vortices consists of two neighboring vortices,
one on each side of the wake axis. It is important to note that
Bs is extremely close to the wake axis (Y./8 = 0.15). This
observation was, however, noted for only 8 percent of the obser-
vation time while the dominant mode (A, B;) occurs 53 percent
of the time. In this plot, the data of Cantwell and Coles (1983)
obtained in the two-dimensional wake of circular cylinder using
a complicated measuring technique are also shown and compare
well with the present data.

The Wake Half-Width. Using Eq. (12) and the appro-
priate model coefficients, one can predict the variation of 6/6
with axial distance. Figure 11 shows the value of the model
coefficients as a function of flow depth. As indicated earlier, a
value of 0.45 was used as the first estimate of «,. The first
estimate of S, was obtained by noting the axial location beyond
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which no significant spread was observed. With these initial
estimates, Eq. (12) is fitted to each data set. Several iterations
were carried out to obtain the values of «, and S, that yielded
the best fit to a given data set. As expected, «, increases as the
flow depth increases, and at a given depth of flow, it is indepen-
dent of the plate width. It is significant to note that at shallower
flow depths (i.e., 2 = 2 cm), both «, and S. are a strong function
of depth while for 2 = 3 cm, the model coefficients are nearly
constant. This trend is consistent with the qualitative classifica-
tion of the flows (on the basis of visual observation). Compar-
ing the present wake characteristics at # = 3 cm with two-
dimensional flows reported in literature, one finds that despite
the difference in size and shape of the test body, the two wakes
are structurally similar. The structural similarity can be deciph-
ered from the locus of the vortex cores, the concentration distri-
bution and the wake half-widths. As a result, the wakes with 4
= 3 cm are classified as deep-shallow wakes.

Figure 12(a) shows the variation of §/6 with X/ for deep-
shallow wakes. The symbols represent the experimental values.
Since the model coefficients are nearly independent of flow
depth for & = 3 cm, only a single line is shown in this figure
(S, < 0.008). Also shown in this figure is the wake width
obtained from previous velocity data. It is noted that at relatively
deep depths, the wake half-widths based on scalar measure-
ments (6,.) are larger than the corresponding half-width ob-
tained from velocity measurements (6,). This is consistent with
observations reported in an earlier study (Balachandar et al.,
1997) and a detailed explanation of this trend is presented
therein.

A plot of §/6 versus X/@ at shallow-shallow wakes are pre-
sented in Fig. 12(b). Both the experimental data (symbols)
and the model (lines) developed in the present study indicate
that the depth of flow has a very important effect on the variation
of 6/0 with X/6. The effect of plate width on /8 can also be
noticed in this figure. Beyond X/6 ~ 6, there is no appreciable
increase in §/6. It can also be observed from this figure that
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for a given body width (say d = 4 cm), a smaller value of A
will yield a larger value of the wake stability parameter, S,,.
This results in a smaller value of §/6 when compared to a larger
depth. Further, at a constant depth of flow, the normalized width
at d = 2 cm is larger than that noticed at d = 4 cm. One can
thus associate a smaller value of S,, to an increased 6/6, and a
larger S, to a reduced 6/6. A larger value of S, is an indication
of higher bed friction effects or less transverse shear effects.
Both of these effects will provide lower rate of entrainment and
contribute to less mixing and narrower normalized wake widths.
It should be noted that no wake width data based on velocity
profiles is presently available for shallow flows.

Uncertainty Estimates. The uncertainty estimates indi-
cated in the figure captions are obtained at an odds of 20:1. To
estimate the uncertainty in C/C,, five known concentrations
covering the expected range of measurements were chosen. For
each concentration, a set of thirty repeated measurements was
carried out and the maximum deviation from the mean deter-
mined.

5 Conclusion

On the basis of the observed behavior, the wakes are classi-
fied as deep-shallow wakes and shallow-shallow wakes. The
deep-shallow wakes are structurally similar to the deep wake
wind tunnel studies reported in literature. Visual observations
indicate that the Karman vortex street is annihilated at low flow
depths. There is a critical value of the wake stability parameter
(S, < 0.008) above which only intermittent vortex shedding
or complete annihilation of Karman vortex street was noticed.
The instantaneous and maximum concentration profiles across
the wake are observed to be several times higher than the corre-
sponding mean profiles. Depth has been noted to have a signifi-
cant effect on the entrainment of the ambient fluid leading to
the dilution process. At relatively low depths of flow, the effect
of bed friction becomes more significant and the entrainment
or spreading rate is reduced. As a consequence, the extent of
mixing is reduced and the width of the wake is also limited. At
lower depths of flow in the present study, the size of the test
body has some effects on the development of the wake. Consis-
tent with earlier discussions, a smaller geometry would give
rise to reduced wake stability parameter S, and a more rapid
spread of the wake. The results of the present study, besides
supplementing the existing information on bluff body wakes,
provide an insight into the mixing of pollutants, fuels and chem-
icals in the intermediate wake.
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resistance and turbulent boundary layer structure. This study compares the mean
and turbulent boundary layer velocity characteristics of surfaces covered with a
marine biofilm with those of a smooth surface. Measurements were made in a nomi-

nally zero pressure gradient, boundary layer flow with a two-component laser Doppler
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velocimeter at momentum thickness Reynolds numbers of 5600 to 19,000 in a recircu-
lating water tunnel. Profiles of the mean and turbulence velocity components, includ-
ing the Reynolds shear stress, were measured. An average increase in the skin friction
coefficient of 33 to 187 percent was measured on the fouled specimens. The skin

[riction coefficient was found to be dependent on both biofilm thickness and morphol-
ogy. The biofilms tested showed varying effect on the Reynolds stresses when those
quantities were normalized with the friction velocity.

Introduction

While modern antifouling (AF) systems are effective in con-
trolling most macrofouling (e.g., barnacles, tubeworms, mac-
roalgae, etc.), they do become colonized by microfouling organ-
isms that produce a slime film. In some cases, the growth of
this film is stimulated on copper and organo-tin AF paints (Loeb
et al., 1984 ). The effect of biofilms on frictional resistance and
turbulent boundary structure is, therefore, of great interest in
predicting the hydrodynamic performance of marine vehicles.

A significant body of research has been devoted to studying
the effects of marine fouling on frictional resistance. Much of
the early work is documented in Marine Fouling and Its Preven-
tion (1952). Most of this research addressed the effects of
macrofouling. The first anecdotal evidence that slime films in-
crease skin friction was given by Sir Archibald Denny in his
discussion of a paper by McEntee (1915). Denny stated that
microbial fouling on full-scale ships increased the resistance at
arate of% percent per day while at dock. Researchers at Langley
Field, in experiments on towed plates, demonstrated that slime
films significantly increase skin friction (Benson et al., 1938).
An extensive investigation into the effects of microbial slime
layers on pipe flow was carried out by Picologlou et al. (1980).
They noted that the thickness and morphology of the slime
film is affected by the hydrodynamic conditions to which it is
exposed. It was also observed that the viscoelastic character of
the biofilm combined with its filamentous nature seemed to
cause additional energy dissipation mechanisms that led to
higher frictional resistance.

Lewkowicz and Das (1981) used uniformly distributed nylon
tufts attached to a rough flat plate in order to model a marine
slime growth. Detailed profiles of both mean and turbulence
quantities were measured. They found that the skin friction in
a zero pressure gradient flow was an average of 18 percent
higher for the model slime film with a background roughness
than for the background roughness alone. Loeb et al. (1984)
measured the influence of microbial biofilms on the hydrody-
namic drag of rotating discs. Their data showed an increase in
frictional resistance of 10 to 20 percent due to slime films.
Preroughened disks were also tested both before and after expo-
sure to biofilm formation, since it was hypothesized that a thin
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slime film might reduce the drag of rough surfaces by effectively
smoothing them. This was not the case, as an increase in fric-
tional drag of 10 percent was measured for the fouled, rough
disk.

Lewthwaite et al. (1985) conducted an experiment in which
velocity profiles were taken on a vessel at sea over a two year
period. In this study, a 23 m fleet tender was operated in temper-
ate waters and was subjected to marine biofouling buildup. A
pitot-static tube traverse system was outfitted on the ship by
means of several through-hull fittings located along the length
of the hull. The local skin friction coefficient was found from
the mean velocity profile. They measured an increase in ¢, from
0.0023 to 0.0042 over the exposure period. A corresponding 15
percent reduction in ship speed was observed. There were no
quantitative measurements made on the fouling settlement on
the hull. However, it was noted that when the vessel was dry-
docked, it was virtually free of hard fouling and macroalgae. It
was covered with a dense slime film estimated to be 1 mm
thick. When the hull was cleaned and returned to the water,
measurements confirmed that ¢, returned approximately to its
clean hull value.

Haslbeck and Bohlander (1992) conducted a full-scale ship
trial in order to quantify the effect of microbial biofilms on ship
drag. In their investigation, the USS Brewton, a Knox class
frigate, was instrumented to measure shaft horsepower and ship
speed over a mile course. The ship, which was coated with an
ablative antifouling paint containing both cuprous oxide and
tributyltin oxide, had been subjected to fouling in Pearl Harbor,
Hawaii for 22 months. An initial hull inspection by divers indi-
cated the presence of a microbial biofilm but little hard fouling.
It was found that there was as much as an 18 percent decrease
in the required shaft horsepower to propel the ship at same
speed after the microbial biofilm was removed.

While it has been shown that biofilms have the potential to
increase ship drag, the authors are unaware of any previous
study in which the mean and turbulence structure of boundary
layer flows over natural marine biofilms were measured. This
information is vital to the understanding and prediction of flows
over fouled hulls.

Experimental Facilities and Method

The experimental work was carried out at the Harbor Branch
Oceanographic Institution (HBOI) water tunnel (Gangadharan
et al., 1996). The tunnel is 2.44 m in height, 8.53 m in length,
and 1.22 m in width and is constructed of mild steel coated
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measurement locations
at 1134 mm, 1434 mm,
and 1734 mm

from leading edge

36 grit
sandpaper

0.28 m

0.58 m

removable
test specimen

206 m
Fig. 1 Boundary layer test fixture

with marine polyamide epoxy. The test section is 0.61 m by
0.61 m and is 2.54 m in length. The contraction ratio in the
tunnel is 4 to 1. Flow management devices include turning
vanes placed in the tunnel corners and a polycarbonate honey-
comb flow straightener in the entrance to the contraction section.
The resulting freestream turbulence intensity in the test section
ranged from 2.5 to 3.0 percent in the velocity range that was
used in the present experiment. The freestream velocities in the
test section can be adjusted from 1.2 m/s to 4.0 m/s.

The test matrix consisted of five specimens. Two smooth,
unfouled surfaces were used as controls. The remaining three
specimens were subjected to biofilm build-up for 6, 14, and 17
days. In order to look at boundary layer development and the
effect of varying Reynolds number, velocity profiles were taken
at three downstream positions. The profiles were taken at 1.13
m, 1.43 m, and 1.73 m from the leading edge and at three
freestream velocities (nominally 1.5 m/s, 2.25 m/s, and 3.0 m/
s). Velocity profiles consisted of about 50 logarithmically
spaced sampling locations across the boundary layer.

The test specimens were inserted into a flat plate mounted
horizontally in the tunnel (Fig. 1). The plate was 0.58 m in
width, 2.06 m in length, and 54 mm thick. It was constructed of
polyvinylchloride (PVC) and stainless steel and was mounted
horizontally in the tunnel’s test section. The leading edge of
the test plate was shaped to mimic the forward portion of a
NACA 0012-64 airfoil. The forward most 280 mm of plate was
covered with #36 grit sandpaper to hasten development of a
turbulent boundary layer. The use of a strip of roughness to
artificially thicken a boundary layer was proposed by Klebanoff
and Diehl (1951). The test specimens were fabricated from a
cast acrylic sheet. Each specimen measured 558 mm in width,
1168 mm in length, and 12.7 mm in thickness. The forward
edge of the specimen was located 710 mm from the leading
edge of the plate.

Nomenclature

Velocity measurements were made using a TSI two-compo-
nent, fiber-optic laser Doppler velocimeter (LDV) system. The
LDV probe was mounted on an AMPRO System 1618, three-
axis traverse unit. The traverse allowed the position of the probe
to be maintained to +5 um in all directions. In order to facilitate
two-component, near wall measurements, the probe was tilted
downwards at an angle of 4 deg to the horizontal and was
rotated 45 deg about its axis. This minimized bias error due to
introduction of the w' fluctuations into the v’ measurements,
Using this setup, measurements as close as 40 ym to the wall
were made. Velocity measurements were conducted in coinci-
dence mode with 10,000 random samples per location. Doppler
bursts for the two channels were required to fall within a set
coincidence window or the sample was rejected. This coinci-
dence window was set at 50 us, 30 us, and 20 us for the 1.5
m/s, 2.25 m/s, and 3.0 m/s flows, respectively.

The biofilms on the fouled test specimens were grown at the
HBOI Aquaculture facility. Water from the Indian River Lagoon
was continuously pumped through a sand filtration system and
into three growout tanks. During these experiments, the salinity
of the water in the tanks ranged from 20 ppt to 36 ppt. The
water temperature ranged from 25°C to 35°C. The thickness of
the biofilm on the test specimens was determined using a Gardco
comb-type wet film paint thickness (WFT) gauge. It had a
thickness measurement range of 25 pm to 2032 pym with a
resolution of 25 um in the 25 pm to 305 um range. Sixty
thickness measurements were made both before and after sub-
jecting each biofilm to hydrodynamic testing in the water tunnel.
These were made on the damp biofilm in air. After hydrody-
namic testing, a sample of the biofilm was taken and examined
under a compound microscope to identify the organisms present.
A more detailed description of the experimental setup is pro-
vided in Schultz (1998).

In the present investigation, three methods were used to deter-
mine c; for the smooth walls and two methods were used for
the fouled walls. For the smooth specimens, ¢, was determined
using Bradshaw’s method. The sublayer slope method and the
Reynolds stress method were also used to verify these results.
The details of Bradshaw’s method, which is based on inner
layer similarity, are given in Bradshaw (1959) and Winter
(1977). Log-law reference values of y* = 100 and U™ = 16.24
(x =041, B = 5.0) were used in the present study. The sublayer
slope method uses the velocity gradient in the linear sublayer
to obtain the wall shear stress. Data at y* < 7 were used. The
final method that was used to find ¢, on the smooth specimens
was the Reynolds stress method, which is detailed by Lee et
al. (1993). For the fouled plates, the analysis was a bit more
complex. First, before ¢, could be found, the location of the

B = log-law intercept t = t-statistic

Cr = frictional resistance coefficient =

(2Fp)/(pULS) rection
¢, = skin friction coefficient = U, = freestream velocity
21)/(pU?) AU™* = roughness function

Fp = drag force
H = shape factor = 6*/6
k = some measure of roughness u',
height
k, = equivalent sand roughness height
Re, = Reynolds number based on x =
xU.lv
Res+ = displacement thickness Reynolds
number = §*U./v
Rey = momentum thickness Reynolds
number = 68U, /v
S = wetted surface area

ary
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U, V = mean velocity in the x and y di-

u, v = instantaneous velocity in the x
and y direction

v’ = fluctuating velocity component
in the x and y direction
U, = friction velocity = V7,/p
x = streamwise distance from plate
leading edge
y = normal distance from the bound-

6 = boundary layer thickness (y at U =
0.99U,)
6* = displacement thickness
¢ = wall datum error
« = von Karman constant (=0.41)
v = kinematic viscosity of the fluid
6 = momentum thickness
p = density of the fluid
T, = wall shear stress

Superscript
+ = inner variable (normalized with U,
or U,/v)

« = statistical significance level
A = Clauser length scale = 6*U,/U,
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virtual origin (y + ¢ = 0) had to be determined. This was
accomplished using an adaptation of the method proposed by
Perry and Joubert (1963). The log-law slope method, which is
detailed in Lewthwaite et al. (1985) and the Reynolds stress
method were then used to determine c;.

Uncertainty Estimates

The precision uncertainties for the velocity measurements
were determined using repeatability tests. Ten replicate profiles
were taken on both a smooth and a fouled plate. The standard
deviation for each of the measurement quantities was then cal-
culated for both samples. In order to estimate the 95 percent
confidence limits for a statistic calculated from a single profile,
the standard deviation was multiplied by the two-tailed ¢ value
(t = 2.262) for 9 degrees of freedom and « = 0.05, as given
by Coleman and Steele (1995). The resulting precision uncer-
tainties in the mean velocities were +1.0 percent in the outer
region of the boundary layer and +1.9 percent in the near-wall
region. For u’* and v'?, the precision was =1.7 percent in the
outer region and *+3.4 percent in the near-wall region. The bias
errors for the mean velocities were less than 2 percent. A bias
error in the v’ measurements of ~2 percent was caused by
introduction of the w' component due to inclination of the LDV
probe. The uncertainties in ¢, for the smooth walls using Brad-
shaw’s method, the sublayer slope method, and the Reynolds
stress method were *5, 7, and %15 percent, respectively. The
uncertainty in ¢, for the rough walls using the log-law slope
method was *15 percent and was =28 percent using the Reyn-
olds stress method. The increased uncertainty resulted mainly
from the extra two degrees of freedom (e and AU™) in the
analysis of rough walls. The uncertainty in 6 was *12 percent
and resulted from the relatively high freestream turbulence and
fluctuations in the freestream velocity. In order to test the sig-
nificance of the differences in the boundary layer parameters
that were observed, several analyses of variance (ANOVA)
were used (Sokal and Rohfl, 1981).

Results and Discussion

In order to reference each of the test samples, an alpha-
numeric code is used. The first letter represents the test specimen
type. ‘S’ is a smooth plate. “‘F’’ is fouled plate. The first
number indicates the replicate number. Fl1, F2, and F3 were
exposed for 6, 14, and 17 days, respectively. To further facilitate
the reference of individual velocity profiles, an additional letter
and number are added to the previous designation. To indicate
the downstream distance from the leading edge, x, the letters
A-C are used. ‘A’ represents the 1.13 m profiling station,
“B’’ the 1.43 m station, and *‘C’’ the 1.73 m station. The
nominal freestream velocity is indicated with the numbers 1-—
3. The number ‘‘1”’ represents 1.5 m/s, “*2’” represents 2.25
m/s, and ‘“3”’ represents 3.0 m/s. For example, ‘‘S2B3"’ refers
to a profile made on smooth specimen replicate 2 at x = 1.43
m and U, = 3.0 m/s.

The biofilm on each of the three fouled plates was character-
ized by visual assessment both before and after hydrodynamic
testing. The results of this evaluation are shown in Table 1.
Examination of the biofilm with the aid of a microscope showed
that the film on F1 was composed mainly of extracellular poly-
mer substances (EPS), blue-green algae (Anabaina oscillari-
oides), and marine diatoms (dominated by Melosira spp.). F2
was fouled with EPS, green algae (Enteromorpha spp.), and
marine diatoms (dominated by Melosira spp. and Thallasiothrix
spp.). The biofilm on F3 was almost entirely composed of
filamentous green algae (FEnteromorpha spp.). The overall
mean thickness (1 SD) of the biofilms based on 60 individual
measurements was found. Before hydrodynamic testing, the
thicknesses of F1, F2, and F3 were 350 ym #+ 69 um, 160
um = 41 pm, and 310 pm * 100 pm, respectively. After
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Table 1 Visual assessment of fouled test specimens

Total %
Specimen | Fouling | Constituents and Their % Cover
Cover
F1 before 97 Slime 97% (light to medium density film)
F1 after 70 Slime 70% (very light density film)
- - - -
F2 before 98 S!nme 94% (medium density film)
Filamentous green algae 4%
- = - -
F2 after o1 Spme 90% (medium density film)
Filamentous green algae 1%
Slime 70% (medium density film)
F3 before 3 Filamentous green algae 25%
Slime 70% (medium density film)
F3 after 82 Filamentous green algae 12%

hydrodynamic testing, the thicknesses of F1, F2, and F3 were
74 pm = 46 pm, 130 pm * 27 pm, and 340 pm = 150 pm,
respectively. The reduction in biofilm thickness for F1 and F2
after testing was due in large part to the removal of some portion
of these films as a result of the wall shear stress. The thickness
of F3 remained the same within measurement uncertainty.

Figure 2 shows the law of the wall profiles for S1 and the
fouled specimens as they develop down the plate. The roughness
function, AU™, varied greatly with specimen as well as the
downstream position. The profiles for F3, the biofilm dominated
by filamentous green algae, generally had the largest roughness
function. Biofilms F1 and F2, which consisted of a slime film,
had less effect on the mean profile.

The basic boundary layer parameters calculated for the
smooth and fouled test plates are shown in Table 2. The bound-
ary layer thickness, 4, is specified for U = 0.99U,. To determine
if the differences were significant within the experimental un-
certainty, statistical tests were conducted. These consisted of
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Fig. 2 Law of the wall plots for smooth and fouled specimens: (a) x =

1.13 m; (b) x = 1.43 m; (c) x = 1.73 m (uncertainties in U*: =4 percent
for smooth profiles; =11 percent for fouled profiles)
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Table 2 Boundary layer parameters

& &% 0 A H

Profile] Re, (mm) | (nm) | (nm) [ (mm)

S1Al 6500 33 4.3 34 [ 110 | 1.29
S1B1 6500] 33 4.4 34 [ 110 1131
S1Cl1 8100] 43 5.4 4.2 140 | 1.28
S1A2 8500] 33 38 3.0 100 | 1.29
S1B2 [13000f 38 4.6 3.6 | 120 |1.27
S1C2 10000] 36 4.6 3.6 120 [ 1.28
S1A3 [11000] 32 3.8 2.9 100 | 1.30
S1B3 |12000{ 33 3.9 3.1 100 | 1.25
S1C3 | 14000] 43 5.0 4.0 130 | 1.25
S2A1 5600 30 3.9 3.0 100 | 1.29
S2B1 6300] 35 4.3 3.4 110 | 1.28
S2Cl1 7000{ 37 4.7 3.6 120 | 132
S2A2 | 8500] 28 3.8 3.0 100 | 1.29
S2B2 | 10000] 35 4.4 3.5 120 | 1.27
S2C2 9000 37 4.3 3.4 110 [ 1.26
|S2A3 112000] 30 3.9 3.0 110 | 1.29
S2B3 | 13000] 36 4.4 3.5 120 | 1.25
S2C3 | 15000] 36 4.3 3.4 [ 120 ] 1.25
F1Al 6500) 29 5.0 3.6 86 1.41
F1B1 7600] 37 6.0 4.1 130 | 1.44
F1C1 9200 38 6.87 5.0 160 | 1.37
F1A2 | 9730] 30 4.81 3.5 82 1.3
F1B2 {10000] 35 5.07 3.6 88 1.41
F1C2 {12000] 37 6.0 4.2 120 | 1.42
F1A3 ]14000{ 39 49 3.8 110 ] 128
F1B3 |13000{ 32 4.4 34 | 110 | 1.30
F1C3 | 15000{ 37 5.4 4.1 140 ] 131
F2A1 57001 27 4.3 3.1 95 1.40
F2B1 7500{ 35 5.5 4.0 110 {136
F2C1 8200] 40 6.0 4.5 130 [ 133
F2A2 | 9500{ 30 4.7 3.5 110 | 134
F2B2 | 11000{ 34 5.5 4.0 140 ] 135
F2C2 | 12000 39 5.9 4.5 150 [ 1.31
F2A3 9800| 26 37 2.7 83 1.37
F2B3 | 15000 36 5.5 4.3 140 ] 130
F2C3 |13000] 35 4.9 3.7 100 [ 131
F3Al 6700] 28 5.6 3.8 80 1.49
F3B1 7700 35 6.5 44 | 160 | 148
F3C1 9400] 38 8.1 5.4 109 | 1.49
F3A2 |10000f 34 5.6 3.9 69 1.44
F3B2 | 12000} 35 6.3 4.5 160 ]1.41
F3C2 [ 14000f 43 7.6 5.1 935 1.48
F3A3 | 14000] 33 5.4 39 76 1.39
F3B3 | 19000f 38 7.0 5.2 170 | 1.36
F3C3 [ 19000f 38 7.6 5.3 140 | 1.42

two-way ANOV As with specimen and Re, as factors. In cases
where the ANOVA indicated significant differences for one of
the factors, multiple pairwise comparisons were run using Tu-
key’s test (Sokal and Rohfl, 1981). The significance level for
all the tests was set at & = 0.05.

The ANOVA on the boundary layer thickness results showed
that neither specimen nor Re, had a significant effect. This may
have been due to the high degree of variability in 6. For exam-
ple, the absolute deviation of é between the smooth plate repli-
cates ranged from 2.0 to 13 percent of the mean for the 9
profiles and averaged 7.1 percent. This was due in part to the
inability to control U, more precisely in the water tunnel. Thole
and Boggart (1996) have also observed that high freestream
turbulence levels increase the uncertainty in finding 6. Results
from Lewkowicz and Das (1981), on a simulated biofilm
roughness, showed that biofilms had a thickening effect on the
boundary layer of 25 to 30 percent above that of a background
roughness.

Journal of Fluids Engineering

Table 3 Skin friction coefficients for the smooth profiles

cr(x10%) | o (x10%) | cr(x10%)
Profile| Ree |Bradshaw| Sublayer | Reynolds
Cross Plot Slope Stress
S1Al 6500 3.1 3.0 2.8
S1B1 6500 3.1 2.8 2.9
S1C1 8100 3.0 2.8 2.6
S1A2 8500 2.9 29 2.8
SiB2 3000 2.9 2.8 2.5
Si1C2 0000 2.9 2.7 2.5
S1A3 1000 2.7 27 3.0
S1B3 2000 2.8 - 2.9
S1C3 4000 2.8 2.8 2.6
S2A1 5600 3.2 3.2 2.8
S2B1 6300 3.1 3.1 2.9
S2C1 7000 3.0 3.1 2.7
S2A2 8500 2.8 2.8 2.9
S$2B2 | 10000 2.9 2.7 2.7
S2C2 9000 3.0 3.0 2.7
S2A3 | 12000 2.7 2.7 2.9
S2B3 | 13000 2.7 2.6 2.9
S2C3 | 15000 2.8 - 2.9

- missing data

The presence of the biofilm did have a significant effect on
the boundary layer displacement thickness, 6*. The ANOVA
indicated an effect of specimen as well as Re,. Multiple pairwise
comparisons indicated a significant increase in 6* over that
of the smooth specimens for all the fouled specimens tested.
Differences between all specimens were found with the excep-
tion of S1 versus S2 (the controls) and F1 versus F2. The shape
factor, H, was significantly increased for the fouled profiles as
well. Multiple pairwise comparisons showed differences for all
the specimens with the exception of S1 versus S2 and FI versus
F2. The average increase in H with fouling was 7.0 percent for
F1, 4.8 percent for F2, and 13 percent for F3 compared to the
smooth plates. The increase in H with the presence of fouling
was also seen by Lewkowicz and Das (1981) in flow over a
model biofilm and is a typical surface roughness effect. The
Clauser length, A, was not significantly affected by the presence
of the biofilm. There was a higher degree of variability for the
fouled specimens, however. It seems that this was related to the
fouling extent, as F3, the most heavily fouled specimen, had
the largest variability.

The skin friction coefficients for the smooth specimens are
shown in Table 3 and Fig. 3. Agreement was found between
the replicate smooth plate skin friction results within the uncer-
tainty of the measurements (S1 and S2). There was also agree-
ment between the values obtained using Bradshaw’s method,
the sublayer slope method, and the Reynolds stress method.
Bradshaw’s method was chosen to calculate the values of U,
used in the profile plots. This was because a paucity of linear

5.0
4.5
4.0
3.5
-
I R = e e e o
* 25 v v X
20
1.5 4| ® PBradshaw's method
O sublayer slope method
1.0 {1 v Reynolds stress method
05 | — Coles (1062)
D Y| - EG1
0.0 7 7 v : T T
4000 6000 8000 10000 42000 14000 16000

Re,

Fig. 3 Skin friction coefficients for the smooth plate profiles (uncertain-
ties in ¢;: =5 percent for Bradshaw’s method; +7 percent for sublayer
slope method; +15 percent for Reynolds stress method)
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Table 4 Skin friction coefficients for the fouled specimens

Cr (XIOT) Cr (XIOJ)
Profile Rep Log-law Reynolds
Slope Stress
F1Al 6500 6.8 47
F1B1 7600 4.5 6.4
FICl 9200 3.5 4.3
F1A2 9730 7.0 4.4
F1B2 10000 6.7 4.4
F1C2 12000 4.7 42
F1A3 14000 4.2 4.0
F1B3 13000 3.3 3.5
FiC3 15000 2.9 3.8
F2A1 5700 4.1 43
F2Bl1 7500 5.2 4.5
F2Cl1 8200 4.2 3.6
F2A2 9500 3.5 4.
F2B2 1000 3.0 4.
F2C2 2000 2.9 3.5
F2A3 9800 4.0 4.6
IE2B3 15000 3.1 4.0
F2C3 13000 4.7 4.4
F3Al 6700 9.7 8.0
F3B1 7700 34 5.2
F3Cl1 9400 11 10
F3A2 10000 13 5.8
F3B2 12000 3.1 5.2
F3C2 14000 13 8.6
F3A3 14000 10 5.8
F3B3 19000 3.6 5.5
F3C3 19000 6.0 7.8

sublayer data points led to a higher uncertainty in U, obtained
using the sublayer slope method. It is of note that ¢, for the
smooth wall case averaged 69 percent higher than those given
by Coles (1962) (see Fig. 3). This is probably an effect of the
high freestream turbulence level. The following is the best-fit,
power law of the present smooth plate results using Bradshaw’s
method:

0.0105
Cr = W ( 1 )

All the fouled plates had increased c, values compared to the
smooth condition. Fouled specimens F1, F2, and F3 showed
increases in ¢, of 8 to 130, 3 to 70, and 11 to 370 percent,
respectively. The average increase was 70 percent for F1, 30
percent for F2, and 190 percent for F3. However, it should be
mentioned that the high freestream turbulence may not affect
the smooth and fouled wall ¢, values in the same way.

The variation in ¢, was greatly increased for the fouled plates.
For example, S1 had a mean ¢, (x10%) (+1 SD) of 2.9 + 0.1,
and S2 had a mean ¢, (X10°) of 2.9 = 0.2. Fouled plates F1,
F2, and F3 had mean ¢, (x10?) values of 4.8 = 1.6, 3.9 = 0.8,
and 8.1 *+ 4.2, respectively. A Kruskal-Wallis ANOVA on ranks
and Student-Newman-Keuls pairwise comparisons (Sokal and
Rohfl, 1981) indicated a significant difference between all of
the smooth panels and the fouled panels with the exception of
S1 versus S2 (the controls) and F1 versus F2. The ¢ results
for the fouled specimens show that not only biofilm thickness
but also composition and morphology are important determining
factors. The average increase in ¢, for slime films with a mean
thickness before testing of 160 um and 350 um was 33 and 68
percent, respectively. The increase in ¢, for a surface dominated
by filamentous green algae (Enteromorpha spp.) with a mean
thickness of 310 um averaged 190 percent. It seems, therefore,
that the flapping motions of filamentous algae remove larger
amounts of momentum from the mean flow than nonfilamentous
films of the same thickness.

The results for the fouled plates indicate an increase in ¢, for
all the fouled plate profiles (Table 4 and Fig. 4). Both methods
indicated increases for the fouled plates, although each method
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Fig. 4 Skin friction coefficients for the fouled plate profiles using the
log-law slope method (uncertainty in ¢, + 15 percent)

showed high variability. The log-law slope method was used
to calculate the values of U, used in the fouled plate profile
plots because of the smaller uncertainty in this value relative
to those obtained using the Reynolds stress method. In order to
analyze the change in ¢, for the fouled specimens, a comparison
with the smooth plate results (Eq. (1)) at the same Rey; was
made.

Much of the variability within ¢, results on the same specimen
can be attributed to the complex and dynamic nature of the
biofilm. First, it is heterogeneous in composition, structure, and
distribution. This was especially true for F3. Biofilms may be
thought of as a constantly varying streamwise roughness, not
only in height but also in morphology. This brings the underly-
ing assumption of boundary layer equilibrium, which is inherent
to wall similarity methods, into question. A study by Andreo-
poulos and Wood (1982), in flows subjected to a short length
of surface roughness, has found that boundary layers do not
fully recover to a self-preserving state until downstream dis-
tances >556. Work by Antonia and Luxton (1972) has shown,
that on k-type surface roughness, the boundary layer adjusts
rather slowly to a step change from rough to smooth surface
condition. Antonia and Luxton (1971) have also observed that
flows moving from smooth to rough surfaces adjust much more
rapidly (~106). Further complicating the present situation was
that some of the biofilm was removed over the course of the
experiment due to the shear stress.

Some of the variation in the ¢, results for the fouled plates
may also be attributed to the method itself. Using Bradshaw’s
method for smooth plate flows, there is only a single free param-
eter, ¢;. Additional parameters, AU* and e, enter the analysis
for rough wall flows. While the extra two degrees of freedom
can produce a ‘‘better’’ log-law fit in a statistical sense, they
can also lead to increased error in ¢,. Natural scatter in the inner
region data due to the influence of roughness elements may be
masked in producing a least-squares fit of the log-law. Archarya
and Escudier (1983) report that the use of rough wall analyses
with AU and ¢ not identically set to zero on smooth wall data
produced ¢,’s with an average error of 12 percent.

Research by Perry et al. (1969), Ligrani and Moffat (1986),
Bandyopadhyay (1987), and others has furthered the under-
standing of boundary layer flows over k-type and d-type
roughnesses. Even in these ‘‘regular’’ roughness arrangements,
the determination of ¢, can be problematic. In general, an inde-
pendent method for finding ¢, is desirable. But, the common
methods used on ‘‘regular’’ roughnesses, such as a floating
element force balance or pressure taps, are not generally feasible
on biofilms and could not be used in the present investigation.

Granville’s (1987) method of finding the roughness function,
AU™, at the same value of Reg resulted in AU™ ranging from
1.0 to 9.6, 0.54 to 6.5, and 1.8 to 15 for F1, F2, and F3,
respectively (see Table 5). F1 had 33 percent of its profiles
with &, values greater than 70, the value given by Schlichting
(1979) as the onset of fully rough flow. F2 had no profiles
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Table 5 Roughness parameters for the fouled profiles (1 overall mean
biofilm after hydrodynamics testing)

Profile | AU* k.’ ke k €
(mm) | (mm) | (mm)
FlAl 8.5 | 140 1.3 0.35 0.68
F1B1 5.0 33 0.38 0.35 0.30
F1Cl 2.5 12 0.15 0.35 0.39
F1A2 9.6 | 220 1.3 0.35 0.53
FiB2 9.4 1 200 1.2 0.35 0.52
F1C2 6.4 58 0.42 0.35 0.43
F1A3 521 35 1 021 [0074 | 0.23
F1B3 2.2 10 0.071 | 0.074° | 031
F1C3 1.0 [ 63 0.046 | 0.074° | 032
F2A1 3.3 16 0.19 0.16 0.32
F2B1 6.2 53 0.57 0.16 0.61
F2C1 42 24 0.28 0.16 0.66
F2A2 2.7 13 0.11 0.16 0.036
F2B2 096 | 6.2 0.06 0.16 0.25
F2C2 0.54 ] 5.3 0.05 0.16 0.24
F2A3 4.1 23 0.14 0.16 0.087
F2B3 2.2 10 0.073 0.16 0.22
F2C3 6.5 60 0.35 0.16 0.48
F3Al 11 | 380 3.1 0.31 1.6
F3Bl 1.8 ] 88 0.12 0.31 0.38
F3Cl 13 | 870 6.7 0.31 2.1
F3A2 15 | 2000 9.2 0.31 1.9
F3B2 1.7 ] 84 0.081 0.31 0.55
F3C2 15 { 2000 9.3 0.31 3.3
F3A3 13 | 870 3.4 0.31 1.6
F3B3 4.3 25 0.16 0.31 0.59
1 F3C3 9.9 | 240 1.24 031 2.0

with k; greater than 70, while F3 had 66 percent above this
value. Plots of AU™ versus k* for the three fouled specimens
did not show a good collapse to the Nikuradse sand roughness
function (see Fig. 5). The scaling length used in Fig. 5 was the
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Fig. 6 Roughness functions for the fouled specimens scaled with the
wall datum error (uncertainty in AU* + 15 percent)

6). At higher values of ¢*, the slope of the roughness function
is more closely aligned with the fully rough asymptote for Ni-
kuradse sand, although there is substantial scatter in the data.
The inability to adequately scale the roughness effects using a
single length scale parameter is not surprising, especially for a
surface as complex as a marine biofilm. Patel and Yoon (1995)
note that at present there is no theoretical way to predict the
roughness function based on roughness geometry alone, and a
single length parameter is usually not sufficient to characterize
the surface. A profile of the surface might allow a more mean-
ingful parameter to be obtained. Since the biofilm is compliant,
changes in the profile will occur with time and flow conditions.
Surface topography obtained using a laser interferometer, as
was used by Lee et al. (1993) on compliant surfaces, might
make a more meaningful surface characterization possible.
Other parameters such as the ratio of the wall shear stress to
the shear modulus of the biofilm are also likely to be important.
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Fig. 5 Roughness functions for the fouled specimens scaled with the
v'?/U? + 6 percent)

mean biofilm height (uncertainty in AU* = 15 percent}
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The task of accurately scaling laboratory ¢;’s to ship scale
frictional resistance coefficients (Cr) is a complex one. Even
if reliable lab results for a given biofilm are available, fouling
on an actual ship hull is likely to be much more heterogeneous.
Differences in fouling over a hull can occur for various reasons
including light shading effects, larval zonation in the water
column, and differences in the flow patterns and stresses along
the hull. The complexities in boundary layer flows over biofilms
such as surface compliance, deformation, and removal may also
increase the error in the prediction of ship scale effects. Given
the inability to obtain a suitable length scale parameter 1o ex-
press the roughness function for these biofilms and the afore-
mentioned difficulties, predictions of Cr at ship-scale are not
offered here. It seems, however, that there is the potential for
significant performance penalties as a result of low-form fouling
on marine vehicles. o .

Normalized Reynolds stresses 1'%/ U2 and v'*/ U2 for S1 and
the fouled specimens are presented in Figs. 7 and 8, respectively.
The profiles for S1 showed litfle variation with downstream
distance, indicating boundary layer equilibrium. Specimen F1
showed greater streamwise variation for both u?/U? and
v’'%/U2. The differences observed, however, were not signifi-
cant given the experimental uncertainty. Specimen F2 showed
the least variation with downstream distance and collapsed to
the smooth plate values within the uncertainty. Specimen F3
had the largest variation in these quantities with streamwise
distance. For example, the profile for F3A1 agreed within uncer-
tainty with the smooth results. F3B1 had significant increases
in both #'?/U% and v'*/ U? that extended over the entire bound-
ary layer. F3C1 had profiles more closely resembling the smooth
wall case. This rapid streamwise change in u'*/U? and
v'*/U% is probably due to the patchy nature of the fouling
coverage on this specimen. It seems that this variation in
roughness with streamwise distance may cause production to
increase or decrease in the log-law region due to the local
surface condition and boundary layer history.
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Fig. 8 Reynolds shear stress for the smooth and fouled specimens (un-

certainty in normalized Reynolds stress: for smooth profiles +8 percent;
for fouled profiles +17 percent)

_Krogstad and Antonia (1992) observed little change in

u'?/U? for mesh-type roughness compared to smooth plate

flows. They noted a significant increase in v’?/U?2, however.
Krogstad et al. {(1994) concluded that the major effect of the
roughness was to tilt the targe-scale structures towards the wall-
normal direction, leading to a higher degree of isotropy and
higher values of v’. In the present study, both u’?/U? and
v'*/U? were affected to a similar degree, although there was
significant variability in the profiles. Also of note were near-
wall peaks in the v'2/U? profiles for F1B! and F3B1 that are
not seen in the smooth wall profiles. This may have resulted
from local amplification of the wall-normal fluctuations due to
surface compliance and movements of the aigae filaments. Such
features have also been observed in rough wall flows before the
boundary layer reaches equilibrivm (e.g., Antonia and Luxton,
1971). In the present study, the profiling stations were located
between ~156 to ~406 from the start of the fouling. Bandyo-
padhyay (1987) has shown that sand roughness requires a much
greater length to reach equilibrium.

Figure 9 shows the normalized Reynolds shear stress for S|
and the fouled specimens. The smooth plate profiles remained
nearly constant down the plate. The F2 profiles agreed most
closely with the smooth results. F2A1 did exhibit a large peak
in the Reynolds shear stress in the near-wall region, The Fl
profiles collapsed to the smooth plate profiles outside of the
near-wall region with the exception of F1CI. In this profile, the
Reynolds shear stress increased over the entire boundary layer
although the uncertainty in the measurements should be noted.
FiB1 showed a near-wall peak in the Reynalds shear stress
was much like F2A1, Again specimen F3 exhibited the highest
downstream variability. F3A1 showed lower Reynolds shear
stress compared to the smooth plate, while F3B1 had a signifi-
cant increase. The profiles followed trends similar to u'%/U?
and v'?/U? with respect to boundary layer equilibrium. The
peaked nature of some of the profiles indicate a smaller equilib-
rium or constant stress region than for the smooth plate fiows.
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Krogstad and Antonia (1992) noted a moderate increase in the
Reynolds shear stress for rough wall flows. This was found to
be due to both an increase in the magnitude of the burst and
sweep events and the frequency of these events. In the present
study, it is difficult to make any strong conclusions with regard
to the effect of biofilms on the Reynolds shear stress due to the
relatively high uncertainty in these measurements.

Conclusion

Comparisons of turbulent boundary layers over natural ma-
rine biofilms and a smooth plate have been made. The results
have demonstrated the importance of low-form fouling on hy-
drodynamic drag. An increase in skin friction in these flows
that was dependent on biofilm thickness, composition, and mor-
phology was measured. For example, the average increase in c;
for slime films with a mean thickness of 160 um and 350 um
was 33 and 68 percent, respectively. The average increase in c;
for a surface dominated by filamentous green algae ( Enteromor-
pha spp.) with a mean thickness of 310 pum was 190 percent.
Waving algae filaments seem to draw a greater amount of mo-
mentum from the mean flow than do slime films alone. A statis-
tically significant increase in the displacement thickness (6*)
and shape factor (H) was found for the biofilms. A standard
Nikuradse sand roughness function does not sufficiently col-
lapse the biofilm results to a universal curve using the mean
roughness height as a characteristic length scale. A method of
better characterizing these complex surfaces under flow may
lead to a more appropriate scaling parameter. The biofilms
tested showed varying effect on the Reynolds stresses normal-
ized with U.,.
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On Pressure-Velocity Correlation
of Steady and Oscillating Flows
in Regenerators Made of Wire
Screens

A facility capable of generating steady and oscillating flows was constructed and
experiments were conducted to investigate the pressure-drop characteristics of regen-
erators packed with wire screens. Both the velocity and pressure-drop across the
regenerator were measured. To accurately determine the correlation between pres-
sure-drop and velocity, the experiments covered a wide range from very low to very
high Reynolds numbers, Re,. The steady flow results reveal that a three-term correla-
tion with a term proportional to Rej"’* in addition to the Darcy-Forchheimer two-
term correlation will fit best to the data. This Rey ' term accounts for the boundary
layer effect at intermediate Reynolds number. The results also show that the correla-
tion for oscillating flows coincides with that for steady flows in 1 < Re, < 2000.
This suggests that the oscillating flows in the regenerators behave as quasi-steady
at the frequency range of less than 4.0 Hz, which is the maximum operable oscillating
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flow frequency of the facility.

1 Introduction

An accurate prediction of the pressure drop across a regenera-
tor is crucial to the design of a Stirling engine, a cryocooler, or
a catalytic converter. To date, the most popular pressure-drop
correlation used for the design of these devices is the one pro-
vided by Tong and London (1957), who obtained experimental
data for steady flows through a stack of wire screens. Later
experiments for the pressure-drop correlation for steady flows
through wire screens included those of Walker and Vasishta
(1971), Miyabe et al. (1982), and most recently of Sodre and
Parise (1997). Since the Stirling-cycle machines are operated
under the condition of periodically reversing flow, it becomes
questionable if the steady flow correlation remains applicable
in predicting the pressure-drop in the regenerator of these ma-
chines. Rix (1984), for instance, found that a good agreement
between simulated and measured pressure-drops could only be
achieved if the pressure-drop coefficient given by Tong and
London (1957) was arbitrarily adjusted by a factor of 3 to 5.

Few works were performed on the pressure-drop in a packed
column subjected to oscillating flows. Tanaka et al. (1990)
experimentally investigated the pressure-drop of oscillating
flows in a regenerator and obtained a correlation equation be-
tween the coefficient fof maximum pressure-drop and Reynolds
number Re;, based on the maximum velocity un,, in the packed
column and the hydraulic diameter d, of wire-screens. Recently,
Zhao and Cheng (1996) also performed the experiments for
oscillating flows through a column packed with wire-screens
and obtained a correlation similar to that of Tanaka et al.
(1990). In both experiments, u,,, was inferred from the stroke
volume of the piston motion in their facilities, rather than from
a direct measurement.

To correlate pressure-drop data for oscillating flows through
wire screens, the following Darcy-Forchheimer two-term corre-
lation equation has been commonly used:

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
September 3, 1997; revised manuscript received June 11, 1998. Associate Techni-
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Cs
== 4+ 1
f R, T C (1)
where
AP milx dh Umax dlx
= -—>—— and Re, = ———. 2a,b
f Ptax L2 " v (24, 5)

Equation (1) indicates that there are two limits: Darcy limit for
Re, < 1 and Forchheimer limit for Re, > 2000, corresponding
to the first and second terms on the right-hand side of Eq. (1),
respectively. The Darcy limit is contributed from the Stokes
viscous drag, while the Forchheimer limit from the form drag
due to inertia effect.

To determine the coefficients Cs and C; accurately, experi-

mental data covering a wide range of 0.1 < Re, < 3000 are
required. However, Tanaka et al.’s (1990) data were in 10 <
Re,, < 2000 while Zhao and Cheng’s (1996) in 1 < Re;, < 60.
Hence, their data were not sufficient for the accurate estimate
of Cy and C;. Furthermore, both Tanaka et al. (1990) and Zhao
and Cheng (1996) measured only the oscillating flows. As a
result, no direct comparison of the correlations for steady and
oscillating flows is possible. '
. The objective of this investigation is to perform experiments
to cover a wide range of very low and very high Reynolds num-
bers so that the correlations of pressure-drop and velocity for both
steady and oscillating flows can be accurately determined and
compared. To this end, a facility capable of generating steady and
oscillating flows was constructed. To delineate the issue of the
inter-applicability of the correlation equation between steady and
oscillating flows, experiments were performed for both flows in
the same regenerator. In Section 2, we first describe the facility,
instrumentation, data acquisition system and the data reduction
procedure. The experimental results are then presented and dis-
cussed in Section 3. Conclusions based on the present experiments
are finally drawn in Section 4.

2 Experiments

2.1 Experimental Facility. Figure 1 shows the schematic
of the steady and oscillating flow facility and the experimental

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



el

I

10_|
[ —
=

compressed air
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9—CD15 Carrier Demodulator, 10—Ilinear displacement transducer
11—Hot-wire anemometer (TSI-IFA100), 12—A/D converter & computer

Fig. 1 The schematic of the facility and the experimental setup

setup. The facility is basically a circular conduit with one end
connected to steady and oscillating flow generating mechanisms
and the other end open to the atmosphere. The conduit has a
test section (100 mm in diameter) attached to its two ends with
two flow-conditioning sections made of steel pipe of the same
diameter. The flow conditioning sections were made of a wire-
mesh stack for flow mixing and a honeycomb for flow straight-
ening.

The oscillating flow generator consists of a circular cylinder
of 220 mm inner diameter, a piston and crank-shaft assembly,
and a motor drive mechanism. The piston and crankshaft assem-
bly is connected to a rotation disk driven by a motor through
a speed reduction gear box. The speed of the motor is controlled
by an AC converter. The stroke of the piston is adjusted by
offsetting the center on the rotation disk. By changing the motor
speed and the center off-set, oscillating flows with different
frequencies and amplitudes were generated. The maximum op-
erable frequency of the oscillating flow generator is 4.0 Hz.

To incorporate the steady flow, a steady flow inlet section
was connected between the oscillating flow generator and the
flow conditioner as shown in Fig. 1. The steady flow inlet
section was fitted with a check valve. In the steady flow opera-
tion, compressed air from the laboratory was supplied to the
check valve through an adjustable valve to control the air flow
rate.

The test section was a column packed with woven screen
discs. The mesh sizes of the woven screen were 20, 30 and 40.

Nomenclature

Three packed column diameters (100, 38.5, 12.8 mm) were
used to cover the wide range of Reynolds number needed for
the present experiments. The pitch distance p, (the distance
between centers of two consecutive parallel screen wires) and
the wire diameter d,, of the wire screens are given in Table 1.
For well-packed wire screens, the porosity ¢ and the hydraulic
diameter d), of the column can be determined from the following

equations:
B nd A Np? + d? and d = ¢d,
4p; "l
given by Miyabe et al. (1982) and Tanaka et al. (1990), respec-
tively. The porosity and the hydraulic diameters as determined
by Eq. (3) are given in Table 1.
For incompressible oscillating flows as in the present experi-
ment, the fluid-phase volumetric-averaged mean displacement
S in the packed column is in phase with the piston motion and

the mean velocity # of the fluids is the time derivative of the
displacement. Hence, we have

¢=1 (3a, b)

S = —Snw COS wt and U, = Upy Sin wt  (4a, b)

where Spu = Vii/(2A¢) and sy = Spumw. The maximum
sweep volume Vj,; of the oscillating flow facility is 4.18 x 107*
m” when the piston was operated at the maximum amplitude of
55 mm. For the maximum frequency of 4.0 Hz, the maximum
displacement amplitude is 2.56 m which gives 64.5 m/s as

d;, = hydraulic diameter of the wire-
screen defined in Eq. (3)

d,, = wire diameter of the wire-screen

f = pressure-drop coefficient defined
in Eq. (2)

h = arbitrary quantity of interest for
performing phase average proce-
dure

i = index for the cycle number in the
phase average procedure

p. = pitch distance of the wire-screen

t = time

u = fluid-phase volumetric averaged
mean velocity in the packed col-
umn

Umx = Maximum mean velocity in the
packed column

Journal of Fluids Engineering

A = cross-sectional area of the
packed column

Cs = constant of the Darcy limit term
in correlation Egs. (1) and (6)

Cy = constant of the skin friction term
in correlation Eq. (6)

C,; = constant of the Forchheimer
limit term in correlation Egs.
(1) and (6)

L = amplitude of the piston oscilla-
tion

L, = length of the test column packed
with wire-screens

N = total number of cycles in the
phase average procedure

Apmax = maximum pressure-drop across

the packed column

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright

Re,, = hydraulic Reynolds number de-
fined in Eq. (2)
S = mean fluid displacement

Smax = maximum amplitude of mean

fluid oscillation in packed column
Vpis = sweep volume of the piston mo-

tion

¢ = porosity of the packed column

v = viscosity of gas

6, = phase angle corresponding to the
Jjth data point in a cycle

p = density of gas

w = radian frequency of oscillating
flow
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Table 1 Properties of the wire-screens and the packed col-
umns

Pitch Wire Hydraulic

Mesh distance p, diameter d,, diameter d,
size (mm) (mm) Porosity ¢ (mm)
20 1.243 0.32 0.792 1.213
30 0.849 0.22 0.788 0.826
40 0.613 0.224 0.694 0.509

the possible maximum oscillating pore velocity in the packed
column of 38.5 mm in diameter.

2.2 Instrumentation. The flow properties measured in
the present experiment were the pressure-drop and the velocity
across the packed column. The pressure-drop was measured
with a differential pressure transducer manufactured by Val-
idyne, Inc. The frequency response of the pressure transducer
is higher than 5000 Hz. For the low frequency application of
this experiment, a static calibration is adequate. Two transducers
with different sensitivities (Models DP15 and DP103) and sev-
eral diaphragms (#18, #22, #24, #30, #36) were used in order
to cover the large range of pressure drop. The velocity was
measured at the open end of the packed column using a hot-
wire anemometer (IFA100) manufactured by TSI Inc. Because
the hot-wire was located immediately outside the packed col-
umn, the velocity measured in the present experiment is the
Darcy’s velocity equal to ¢u. The installation of the hot-wire
probe at the open end of the test section ensured that the velocity
was measured under the atmospheric pressure, consistent with
the calibration condition. For oscillating flow experiments, the
displacement of the piston was also measured by a linear dis-
placement transducer. The output signals from the differential
pressure transducer, hot-wire anemometer, and linear displace-
ment transducer were connected to a data acquisition system.

2.3 Data Acquisition and Reduction. The data acquisi-
tion system used in the present experiment consists of a Concur-
rent mini-computer, a 12-bit A/D converter, a UNIX operation
system, and a Laboratory Workbench software (proprietary of
Concurrent Computer Co.). It serves as a data acquisition and
analysis tool. The data flow was controlled and processed inter-
nally with the Laboratory Workbench software by setting up a
virtual data acquisition instruments on a graphic terminal. The
burst rate of the A/D converter is up to 10 X 10° Hz. Thus,
all channels can be acquired in a nearly real time fashion. The
sampling frequency used in the experiment was 500 Hz to en-
sure enough data points in each oscillation cycle. The data
length of each run contains more than 100 cycles of data for
different frequencies. Thus, the statistic results of the flow quan-
tities can be obtained.

For steady flow experiments, the straight-forward time aver-
age procedure is used. For oscillating flow experiments, a phase-
average procedure (averaging per cycle at fixed phase angle of
oscillation) and a power spectrum analysis was adapted. The
following expression,

N
h(6) = ~ 3 hi(6), (5)
N i=1

is adapted for the phase-average procedure. It should be noted
that the hot-wire anemometer can not distinct the velocity direc-
tion of the reversing flow. Therefore, the velocity signal was
pre-processed by reversing its sign on every other half cycle.
Both phase-averaging and sign-reversing processes used the
piston displacement signal as reference.

The power spectral analysis was performed to extract the
oscillating frequency from the data. This determines accurately
the time period of oscillation for phase-average procedure. The
spectral density is obtained by simply taking the discrete Fourier
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transform (DFT) to the data samples and computing the square
of magnitude of the results. Fast Fourier transform technique
was used to minimize the DFT execution time.

3 Results and Discussions

3.1 Steady Flows. For steady flows through a packed col-
umn, the time-averaged pressure-drop and velocity are taken,
respectively, as Apy. and u,,,, since the steady flow can be
regarded as the zero-frequency limit of oscillating flow at maxi-
mum. Hence, the pressure-drop coefficient and the Reynolds
number defined by Eq. (2) remain applicable for steady flows.
Figure 2 shows the correlation of the pressure-drop coefficient
with the Reynolds number for steady flows across the column
packed with 40 mesh-size wire screens. The experimental data
represented by triangular symbols cover the wide range of 0.27
< Re;, < 2600. To best fit the experimental data, the following
three-term composite correlation equation, proposed by Hsu and
Cheng (1990) based on creeping flow for low Reynolds number
and boundary layer flow for high Reynolds number, is used:

Cs Cp
=— +
Re, Re)?

f + G (6)

The most important feature in Fig. 2 is that the experimental
data has covered a wide range to encompass the Darcy limit at
low Reynolds number and the Forchheimer limit at high Reyn-
olds number for the accurate determination of the constants Cs
and C,. Therefore, Cs can be determined accurately by the
experiment. The values of C;, Cz, and C; as obtained from the
curve-fitting are 109.3, 5.0, and 1.0, respectively. For compari-
son, the curve with Cp = 0, i.e., Eq. (1), is also plotted in Fig.
2. From the results of Fig. 2, it is seen that the exclusion of the
second term on the right hand side of Eq. (6) underestimates the
pressure-drop by 20~30 percent in the intermediate Reynolds
number range of 40 < Re, < 1000.

The existence of the second term in proportional to Rej '/
in Eq. (6) can be justified from the fact that a flow past a blunt
body will experience a boundary layer flow behavior (domi-
nated by viscous skin friction). This boundary layer behavior
transits from a creeping flow at very low Reynolds number
(dominated by viscous force) to a separated flow at high Reyn-
olds number (dominated by inertia force). This forms the physi-
cal base for the closure formulation by Hsu and Cheng (1990).
A theoretical closure by Whitaker (1996) also suggested the
inclusion of the term of velocity of % power as the first correction
to Darcy’s law. A three-term correlation equation between pres-
sure-drop and velocity for a steady flow in particle beds was
also investigated by Molerus and Schweinzer (1989).

1000 e
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Fig.2 The pressure-drop coefficient of steady flows through a regener-
ator packed with wire-screens
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Fig. 3 The phase-averaged results and their comparison to the unaver-
aged results

3.2 Oscillating Flows. In the following, we shall present
first the phase-averaged results for oscillating flows in a regener-
ator. Only the typical results for the wire-screens of mesh size
40 are presented. Figure 3 shows the phase-averaged pressure-
drop and velocity when the oscillatory frequency is 1.0 Hz and
the piston amplitude 25 mm. The piston displacement signal
used as reference for phase averaging is also shown in Fig. 3.
To show the effectiveness and the uncertainty of the phase-
average procedure, the raw signals of velocity and pressure-
drop of one typical cycle as characterized by distinguishable
fluctuations are also plotted in Fig. 3. Figure 3 shows that the
maximum velocity occurs when the pressure-drop is maximum
and the piston displacement is zero. Zero velocity and zero
pressure-drop also occur simultaneously when the displacement
is at maximum and minimum. The in-phase relationship sug-
gests that the velocity responses very quickly to the pressure
driving force.

The phase-averaged results corresponding to different piston
amplitudes are summarized in Figs. 4 for velocity and in Fig.

wire-screen 40X40

velocity (m/s)

0.0 2 4 8 8 1.0
time (second)

Fig. 4
tudes

The phase-averaged results of velocity for different piston ampli-
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Fig. 5 The phase-averaged results of pressure-drop for different piston
amplitudes i

5 for pressure-drop. Here the frequency is fixed at 1.0 Hz and
the location of zero phase is the same as that of Fig. 3. One
distinct feature in Figs. 4 and 5 is that the waveform contains
more harmonics when the amplitude becomes larger. This leads
to the shift of the maximum. The generation of harmonics is
usually a sign of nonlinear process. However, we also see that
the phases of velocity and pressure-drop are still locked together
very well. The results of Figs. 4 and 5 clearly indicate that the
correlation between pressure and velocity is linear only when
the amplitude is small and the frequency is low.

The correlation of the maximum pressure-drop with the maxi-
mum velocity for the oscillating flows in the regenerator of
mesh-size 40 wire-screens is shown in Fig. 6. For comparison,
the steady flow data are also plotted in Fig. 6. The most fascinat-
ing result is that the oscillating flow data collapse into the
steady flow data. This implies that the oscillating flows in the
regenerator can be regarded as quasi-steady. Hence, the steady
flow correlation between pressure-drop and velocity as given
by Eq. (6) can be used indiscriminately for oscillating flows,
at least up to 4.0 Hz as performed in this experiment.

Figure 7 shows the correlation of the maximum pressure-
drop with the maximum velocity for the oscillating flows in the
regenerators of the three mesh sizes of 20, 30, and 40. In Fig.
7, the data of Tanaka et al. (1990) for mesh sizes of 50, 100,
200 of wire screens are also plotted. It appears that the results
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Fig. 6 The comparison of the correlation of pressure-drop with velocity
for oscillating flows with the correlation for steady flows
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Fig. 7 The correlation of pressure-drop with velocity for oscillating
flows in regenerators packed with different mesh-sizes of wire-screens

of Tanaka et al. (1990) are higher than our present results by
about 35 percent. The difference may be due to the use of
different sizes of wire screens and of different method for ob-
taining the velocity maximum. Figure 7 also indicates that the
Cs, Cg, and C, seem to depend on the local geometry of the
wire-screens.

3.3 Data Uncertainty. Uncertainty analysis based on the
method described by Taylor (1982) was performed. The uncer-
tainties of the measured quantities in the present experiments
are assumed to be random with normal distribution. These un-
certainties are mainly from the measurement accuracy of the
pressure drop and the velocity, and the finite data cycles used
for phase-average. To minimize the data reduction uncertainty,
data with length of 100 cycles was collected in oscillating flow
experiments. The uncertainties of velocity and pressure drop are
estimated as 2.0 percent. The uncertainty of hydraulic Reynolds
number and pressure-drop coefficient is estimated as 3.5 and
6.0 percent, respectively. Therefore, the uncertainty shown in
Figs. 2, 6, and 7 are estimated to be seven percent.

4 Conclusions

The correlation between pressure-drop and velocity for steady
and unsteady oscillating flows through porous materials packed
with wire screens was measured over a wide range of Reynolds
number. The maximum frequency imposed in the present exper-
iments was 4.0 Hz. From the experimental results, the following
conclusions are drawn:
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1. The steady flow experiments show that the three-term
Eq. (6), as proposed by Hsu and Cheng (1990) with a term
proportional to Rej; '’ to account for the boundary layer effect
in the intermediate range of Reynolds number, will provide the
best correlation between pressure-drop and velocity.

2. For oscillating flows, the velocity responses quite linearly
to the pressure gradient when the piston amplitude is small.
This suggests that Darcy’s law is valid for small amplitude
oscillating flows.

3. When the piston amplitude becomes large, the response
and therefore the correlation of pressure-drop and velocity in
the regenerator become nonlinear.

4. For the same packed column, the correlation between
pressure-drop and velocity for oscillating flows is the same as
the steady flow correlation. Hence, the oscillating flow in the
regenerator can be regarded as quasi-steady, and Eq. (6) can
be used to predict pressure drop across a regenerator for both
steady and oscillating flows under the present experimental con-
dition.
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Modeling Turbulent Wall Flows
Subjected to Strong Pressure
Variations

Mean pressure gradient affects the turbulence mainly through the modulation of the
mean rate of strain. Modification of the turbulence structure feeds, in turn, back into
the mean flow. Particularly affected is the near wall region (including the viscous
sublayer) where the pressure gradient invalidates the conventional boundary-layer
“equilibrium’’ assumptions and inner-wall scaling. Accurate predictions of such
Sflows require application of advanced turbulence closures, preferably at the differen-
tial second-moment level with integration up to the wall. This paper aims at demon-
strating the potential usefulness of such a model to engineers by revisiting some of
the recent experimental and DNS results and by presenting a series of computations
relevant to low-speed external aerodynamics. Several attached and separated flows,
subjected to strong adverse and favorable pressure gradient, as well as to periodic
alternation of the pressure gradient sign, all computed with a low-Re-number second-
moment closure, display good agreement with experimental and DNS data. It is
argued that models of this kind (in full or a truncated form) may serve both for
steady or transient Reynolds-Averaged Navier-Stokes (RANS, TRANS ) computations
of a variety of industrial and aeronautical flows, particularly if transition phenomena,

wall friction, and heat transfer are in focus.

1 Pressure Gradient and Implications on Turbulence
Modeling

It is known that in incompressible flow the pressure gradient
affects the turbulence properties and their budget only indi-
rectly, through the modulation of the mean strain. Experiments
and direct numerical simulations (DNS) in attached boundary
layers at moderate-to-strong pressure gradients (e.g., Samuel
and Joubert, 1974; Simpson et al., 1981; Nagano et al., 1993,
Spalart and Watmuff, 1993; Spalart and Coleman, 1997) reveal
that the strongest effects are noticed in the wall region, permeat-
ing even through the viscous sublayer up to the wall and inval-
idating the equilibrium inner wall scaling (U, »/U.) for turbu-
lence properties. The free-stream fluctuations remain largely
unaffected, except, possibly much further downstream (de-
pending on the imposed pressure gradient) where the turbulent
diffusion and lateral convection due to thickening of the bound-
ary layer may modify the rest of the flow away from the wall.
Moreover, because of indirect (‘chain’) effects on the stress
production, redistribution, and turbulent transport, different
stress components respond at different rates, thus modifying the
anisotropy of the stress field and, through a feed-back, the mean
flow field. Favorable pressure gradient thickens the viscous
sublayer, but also suppresses the wall-normal velocity fluctua-
tions. This leads to an increase in the near-wall stress anisotropy,
expanding the extent of the region where the turbulence is closer
to the two-component limit, Jakirli¢ (1997). Adverse pressure
gradient acts opposite and shifts the anisotropy maximum away
from the wall. The extent of the affected region increases with
an increase in the adverse pressure gradient. This is illustrated
in Fig. 1, which shows the near-wall distribution of Lumley’s
two-componentality (“‘flatness’’) parameter A = 1 — 9/8(A; —
Aj) for boundary layers at zero, favorable and adverse pressure
gradients where A, = a;a;, Ay = aya;a, are the second and
third invariants of the turbulent stress anisotropy a; = wu;u;/k
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— 2/36;. Of course, the modulation in the turbulence anisotropy
is not confined only to the stress-bearing large-scale motion,
but extends to the dissipative scales, modulating the anisotropy
of the dissipation rate tensor e; = €;/e¢ — 2/36; irrespective of
the bulk Reynolds number. A plot of the two-componentality
parameter for dissipative motion E = 1 — 9/8(E, — E3), where
E, = eye;;, Ey = eyejey, exhibits a similar effect of pressure
gradient, except that the E will approach the isotropic limit (E
= 1) much closer to the wall (not shown).

These are only some of the facets of the effects of the mean
pressure gradient on the turbulence fluctuations in the near-wall
region, indicating a necessity for a turbulence model to account
for separate contribution of each stress components to the mo-
mentum balance, as well as to the dynamics of the turbulence
scale and of the stress tensor itself. Best prospects for accurate
predictions of turbulent flows with strong pressure gradients
have the second-moment models which can mimic better the
dynamics of the turbulent stress field and evolution of each
stress component. Furthermore, the departure from local equi-
librium and conventional boundary layer scaling, calls for re-
solving in full the near-wall layer with all necessary implica-
tions on model modifications for the wall-proximity and viscous
effects.

This paper presents some results of a systematic testing of a
version of the second-moment closure with low-Re-number and
wall-vicinity modifications. Some modifications of e-equations
are considered, which are applicable also to the high-Re-number
models. Arguments in favor of these modifications, as well as
the complete low-Re-number model, will be substantiated by
presenting some results for a series of attached and separating
wall flows. For illustration, some cases obtained with the high-
Re-number second-moment and with the standard k& — ¢ closures
will also be shown. Considered cases include flows in strong
favorable pressure gradient (including laminarization), bypass
transition on a finite-thickness plate, flows in adverse pressure
gradient (nonseparating and separating) and flows subjected to
periodic alternation (in time or space) of positive and negative
pressure gradients. Also, some results of computational study
of mean flow and turbulence field in flows separating on sharp
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Fig. 1 Lumley's two-componentality (“flatness’’) parameter A = 1 — 9/
8(A. — A,) for boundary layers at zero, favorable and adverse pressure
gradients

edges (backstep) and on curved surfaces (airfoil), will be pre-
sented.

The presented model serves more as an illustration of a poten-
tial, rather than a proposal of a ‘‘superior’’ model to be used
for all purposes. The rationale of the model has been published
elsewhere (e.g., Hanjali¢ and Jakirlié, 1998, Hanjali¢ et al.,
1997) and only a brief outline is given in the next chapter. The
model demands a fine grid near walls, which may hinder its
wider application to very complex three-dimensional flows at
high Re-numbers. It is argued, however, that this approach may
be unavoidable if transition phenomena and accurate wall fric-
tion and heat transfer are in focus, such as in the problem of
gas turbine blade cooling. Successful reproduction of the near
wall second-moment statistics (in addition to mean flow), even
in separation bubbles, around reattachment and in subsequent
recovery, qualifies this approach (in full or a truncated form)
both for steady or transient Reynolds-Averaged-Navier-Stokes
(RANS, TRANS) computations of a variety of industrial and
acronautical flows.

2 The Low-Re-Number Second-Moment Closure

The model is defined by the transport equations for turbulent
stress tensor and turbulence energy dissipation:

%:@xy“(ma[] +maU>+(I)ij—€l/

Dt axk (9xk
De € 6U,
D~ Do Cajum 5
€& k — 8 U; 3 U,
- C.f.— + C. ) + Sq + S
oS k 31} Yt axjax, axkax, ¢ !

where @q; = 5/3)@[(1/5;,; + Cq,(k/e)uku,)({?q)/ax,] is the diffu-
sion of property ® (uu; and €).

The model is based on the standard high-Re-number second-
moment closure with exception of two additional terms S, and
S, in the € equation:

Sﬂ:— 54ﬁ1kaQk

1 8l 1 a1\? Ze
S = —1|{==—);0}—4
- max{[(c;ax) ](c,ax) }k

The first term (Hanjalié and Launder, 1980), where ©; =
€;#0U;/0x; is the mean vorticity vector, sensitizes the production
of € (in fact, the spectral energy transfer) to both the sign and
intensity of the irrotational straining and was found essential
for modeling the evolution of € in flows with strong acceleration
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and deceleration. The above invariant form, with C = 0.1 (and
fi = 1 for high Re numbers) requires C,, = 2.6 to satisfy the
near-wall equilibrium in a constant pressure boundary layer. For
two-dimensional flows, a simplified form (used in the present
computations) may be derived using near-wall equilibrium con-

ditions, C¥(u} — u?)(OU,/6x,)elk, where C% = 1.16 and C,,
retains the standard value of 1.44.

The term S acts as an extra source of ¢ to suppress an exces-
sive growth of the turbulence length scale. Its origin is empiri-
cal, though its expansion (substituting { = k**/¢) and per-
forming chain differentiation) leads to a cross-diffusion term
with mixed derivatives of k and €, which has been earlier pro-
posed by several authors on the basis of more rigorous deriva-
tion of € equation from two-point correlation and spectral theo-
ries. The term has a local character and was found particularly
useful in reproducing the turbulence and flow pattern around
separation and reattachment. More details are given in Hanjali¢
and Jakirli¢ (1998) and Hanjali¢ et al. (1997).

A major difference between various high-Re-number models
is in the treatment of the pressure strain term ®;. In the present
work we have adopted the basic linear models both for the slow
and rapid terms, with Gibson and Launder (1978) ‘‘wall-echo’’
correction, which ensures a proper level of stress anisotropy in
wall-parallel near-equilibrium flows:

2 .
@,‘j,] = —lea,-j (I),-j‘z = _C2<P,j - §Pk6u>

J— 3 —
= Wiy — — Wl R,
2 2

yl C fw < ukumnknméu -

3 3
‘I’xY,Y,z =Cy fw(‘l)km,znk”misij e 5 ‘bik,znknj - '2‘ cI’kj,znk”i)-

The linear model was adopted because of its simplicity, com-
putational robustness and satisfactory performance in a number
of wall bounded flows (except for impinging and rotating flows,
which are beyond the scope of present paper). More general
tensorial expansion, closed by Caley-Hamilton theorem, leads
to nonlinear models with quadratic stresses in the slow term
and up to cubic in the rapid term. While the nonlinearity of the
return to isotropy seems justified (though the quadratic terms
are usually small), the rapid term should be linear in stress
tensor, because its exact form is linear in the energy spectrum
(Speziale and Gatski (1991)). Cubic models have been pro-
posed which reproduce better DNS for a plane channel, without
a need to introduce variable coefficients, nor additional terms
for near-wall effects (Craft and Launder), but at the expense
of a large number of terms and coefficients. Such a complexity
in the model of just a part of a single term in the stress transport
equation is disproportionate with the relative simplicity of the
rest of the modeled terms both in w;1;- and standard € equation.

In order to enable integration up to the wall, the coefficients
in the model need to be modified to account for wall-vicinity
and viscous effects, as well as to satisfy the two-componentality
and vanishing-Re-number limits. The effect of viscosity, only
indirectly related to the wall presence via no-slip conditions
(and, hence, independent of the wall distance and its topology ),
is accounted for by introducing functions of turbulence Re num-
ber Re, = k*/(ve) (not only in ®;) in a general form to apply
both close to a wall and away from it.

Inviscid wall effects are basically dependent on the distance
of a solid wall and its orientation, as seen from the surface
integral in the Poisson equation for fluctuating pressure
(**Stokes term’” ). This term accounts for the wall blockage and
pressure reflection. The DNS data for plane channel flow show
that this term decays fast with the wall distance and becomes
insignificant outside the viscous layer. However, a notable dif-
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ference in the stress anisotropy between a homogeneous shear
flow and equilibrium wall boundary layer for comparable shear
intensities shows that the effect of wall presence permeates
much further away from the wall into the log-layer. This indi-
cates at an indirect wall effect through a strong inhomogeneity
of the mean shear rate, the fact which is ignored by all available
pressure strain models.

In the present work we have retained Gibson-Launder wall
reflection to account predominantly for the wall effects outside
the viscous layer. The term contains the nearest wall distance
x, in the function f,, and the unit vector »; of the normal to the
wall projected from the point under consideration. Despite some
opposing views in literature, we have retained topology parame-
ters for physical reasons as discussed above. Replacing the wall
echo term by nonlinear rapid pressure strain models leads either
to very complex expressions (e.g., cubic models), or insuffi-
cient effects (e.g., quasi-quadratic models of Speziale, Sarkar
and Gatski). Besides, in all flows considered, the use of wall
distance and unit normal vector poses no computational prob-
lems (both are computed a priori during the process of grid
generation ).

Wall impermeability imposes a blockage to fluid velocity
and its fluctuations in the normal direction causing a strong
anisotropy of the turbulence. We exploit this fact by introduc-
ing, in addition to Re,, both the turbulent-stress and dissipation-
rate anisotropy invariants A,, Ay, A, E,, Es, and E (defined
earlier) as parameters in the coefficients, accounting thus far
separately for the wall effect on anisotropy of stress bearing
and dissipative scales:

Ci = C+VAE? C=25AF"*f F =min {0.6; 4}

. Re, 372 ) k3/2
= — ! = ; 1.4
f = min {(150) P fe=ming o

C, = 0.84"2 CV = max(l — 0.7C; 0.3)
Cy = min(A; 0.3).

For the stress dissipation rate, we use the model of Hanjali¢ and
Jakirli¢ (1993), which reproduced well the DNS components of
¢; both in channel flow and in a backward facing step (Hanjali¢
and Jakirli¢, 1998):

2
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/ C. exp[ <6>]

2

The basic coefficients take the following values:
C, =022 C, =018 C, =144
C,=192 C,=025 C =25

3 Illustrations

3.1 Transitional Flows. In addition to reverse transition
caused by a strong favorable pressure gradient, the RANS ap-
proach can be used also to predict some forms of forward transi-
tion. The first category are the laminar-like flows with some
background turbulence (“‘turbulescence’’), which is too weak
to influence the laminar-like character of the mean flow, but
sufficient to be ‘‘revived’’ when a flow deformation is imposed,

Journal of Fluids Engineering

or reaches a sufficient strength to interact with the background
turbulence. The second category are the initially laminar flows
with a continuous source of turbulence somewhere in the flow
or at its edge, from where the turbulence will diffuse (be en-
trained) into the rest of the nonturbulent flow.

The first example is the oscillating boundary layer around a
zero mean, where in a wide range of Reynolds numbers (Res,

= U.bs/v from ~700 to 3000, where 4y is the Stokes thickness)
both the forward and reverse transitions occur within a single
cycle. Once the fully developed conditions are achieved, the
flow becomes phase-self-similar and independent of initial con-
ditions, and is very convenient for testing the dynamics of re-
sponse of turbulence models. Of course, the forward transition
in this case has no resemblance with the actual process of devel-
opment of Tollmien-Schlichting type of instabilities in an origi-
nally purely laminar flow. It is merely a switch-over from a
‘‘laminar-like’’ regime with slowly decaying turbulence rem-
nants. This transition to fully developed turbulence occurs at
the onset of deceleration phase and is characterized by a sudden
rise of turbulent stresses, reflected also in a steep increase in
the wall shear stress to a value pertaining to fully turbulent
wall-boundary layers. Prediction of this phenomenon at an ap-
propriate phase angle, which varies with Reynolds number, is
a major challenge to turbulence models, because it reflects the
ability of a model to reproduce the full dynamics of a strongly
anisotropic turbulence field subjected to periodic perturbations.
Because different interactions have their own dynamics ( prefer-
ential production into the streamwise stress component, subse-
quent redistribution by pressure-strain, nonhomogeneous decay
over the part of the cycle around the flow reversal when the
mean flow becomes almost stagnant) each stress component
will exhibit a different degree of hysteresis in the response to
the mean flow perturbation. The reproduction of the decay pro-
cess is a major prerequisite for the prediction of sudden transi-
tion at the appropriate phase angle. For that reason this flow is
a sensitive indicator of the model performances in dealing with
low-Re-number phenomena. Figure 2(a) shows a very success-
ful reproduction of DNS by Justesen and Spalart (1990) of the
cyclic variation of the wall shear in an oscillating boundary
layer with a ‘‘steep’’ variation of free-stream velocity with a
resting period between the acceleration and deceleration. A sud-
den revival of turbulence at the phase angle of ¢ ~ 120 deg is
in excellent agreement with the DNS results. Note the steep
variation of the free-stream velocity and the alteration of strong
favorable and adverse pressure gradient (inserted figure). The
same model gave equally satisfactory results for other Reynolds
numbers over a broader range. The model was also applied to
predict an oscillating flow in a pipe of finite and infinite length
where the pipe-flow Re-number is an additional parameter gov-
erning the transition. Figure 2(b) displays the wall shear stress
over a cycle in a fully developed oscillating pipe flow with the
imposed sinusoidal variation of the pressure gradient (inserted
figure) compared with experiments of Akhavan et al. (1991).

Predicting the *‘bypass transition’” poses different problems.
Here the laminar-to-turbulent transition is promoted by turbu-
lence penetration into the laminar boundary layer from the outer
stream with a uniform turbulence field. Unlike preceding cases,
the major prerequisite for a successful reproduction of the transi-
tion for different levels of free-stream turbulence depends on
the model ability to mimic the turbulent diffusion. The review
by Savill (1996) of the performances of various models in
predicting the bypass transition on a flat plate with different
levels of free-stream turbulence revealed that models which do
not use the local wall distance in damping functions, perform
generally better and that the second-moment closures are gener-
ally more powerful than the two-equation models. None of the
models was able to reproduce the cases with the free-stream
turbulence below 3 percent, what is probably the lower limit
tractable by the RANS models.
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In the case of transition on bodies with finite thickness and in
nonuniform pressure field, the inability to reproduce the proper
turbulence level and anisotropy in the stagnation region leads
usually to very erroneous results, Experiments indicate that a
thin laminar separation bubble appears short after the leading
edge. The transition to turbulence occurs at the rear end of the
separation bubble, very close to the wall, followed by a gradual
diffusion of turbulence into the outer flow region. Turbulence
generation close to the wall at the end of separation bubble is
much more dominant than the entrained free-stream turbulence.
Predicting the correct shape and size of the separation region,
which is crucial for predicting correctly the transition, requires
the application of both an advanced turbulence model and an
accurate numerical method (higher order convection schemes)
combined with a very fine numerical grid. Computations with
the Launder and Sharma low-Re-number k£ — € model produces
the transition and an excessive turbulence level already in the
stagnation region, causing a strong mixing, which prevents the
separation. The present low-Re-number second-moment closure
reproduced the flow pattern with laminar separation bubble, the
location of the transition and the subsequent development of
the turbulence field in good agreement with experiments (Han-
jali¢ and HadZi¢, 1995).

3.2 Boundary Layers in Adverse Pressure Gradient.
The computation of an oscillating boundary layer demonstrated
the ability of a model to respond to the imposed alternating
favorable and adverse pressure gradient. However, a prolonged
action of a strong or increasing adverse pressure gradient, which
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may lead to flow separation, poses additional challenge since
the time lag in response of turbulence field to the pressure
variation shows a marked influence only at a later stage down-
stream. In the 1980/81 AFOSR/HTTM-Stanford Conference
on Complex Turbulent Flows one of the test cases was such a
flow investigated by Samuel and Joubert (1974). Most partici-
pants reproduced well the initial variation of the skin-friction
coefficient, but many failed to do so for the later portion of the
flow downstream. It should be recalled that over much of the
flow length both dP/dx and d*P/dx? are positive (increasingly
adverse). Here the turbulence intensities in the outer 80 percent
of the flow at all stations retained essentially the same values
and similar profile shape irrespective of the imposed pressure
gradient. However, at the last measuring station, where the pres-
sure gradient was decreasingly adverse, the turbulence intensity
in the outer region showed a sudden increase. Samuel and Joub-
ert (1974) argued that the reason for a sudden change in the
turbulence level was caused by the rapid thickening of the layer
after imposing a decreasingly adverse pressure gradient. More
recent analysis of other data seems to suggest that a prolonged
evolution of stress anisotropy due to effects of strong pressure
gradient (irrespective whether increasingly or decreasingly ad-
verse) can be a major cause for the downstream modulation of
the turbulence field. This would explain the failure of two-
equation models to predict the friction factor further down-
stream. Surprisingly, the standard second-moment closure gave
only marginal improvements, indicating at possible inadequacy
of the simple form of the standard e equation for reproducing
the scale dynamics in strongly evolving flows. Similar deficien-
cies were discovered later also in other nonequilibrium flows,
primarily in separated regions and around reattachment. An
indication of the role of scale variable was that somewhat better
results were claimed with w instead of € equation. Because -
equation is more frequently used, various modifications have
been proposed in literature to accommodate nonequilibrium and
separating flows. An additional term emphasizing the role of
irrotational straining in the production of ¢, proposed in 1980
(Hanjali¢ and Launder, 1980), produced the desired improve-
ments of flows with a strong pressure variation.

For illustration, we consider in parallel the cases investigated
by Samuel and Joubert (1974) and Nagano et al. (1993). Unlike
the Samuel and Joubert case, the flow of Nagano et al. was
subjected to a more sudden, though moderate (constant) pres-
sure gradient. Experimental data of Nagano et al. seem more
consistent and have been obtained closer to the wall, revealing
also some other features of the pressure gradient effect. For this
reason we present some results of computation of Nagano et
al. flow with the low-Re-number second-moment closure. Main
features of the two flows are displayed in Fig. 3(a), showing
the evolution of the nondimensional pressure gradient (Clauser
parameter 8 = (6,/7,,)dP/dx and P* = v(dP/dx)/pU?). Pre-
dicted friction factors for the two cases, Fig. 3(b), show good
agreement with experiments, illustrating the importance of ini-
tial conditions at the start of computations (dotted lines ). Figure
3(c) and 3(d) show the production of kinetic energy for the
two cases. It should be noted that the chain lines in both figures
show the computed results at the last stations, for which data
are not available. For the case of Nagano et al. the results were
computed by retaining the constant 8 = 2.2 from the previous
station (not correspondent to the experiment) in order to see
the effects of prolonged action of the adverse pressure gradient.
The profiles at other stations in the outer region collapsed all
on one curve indicating no effect of pressure gradient on the
absolute level of the kinetic energy (note the normalization with
constant reference velocity). However, the last profile shows
an increase in the production, fully in accord with the findings
of Samuel and Joubert. It should be noted that the pressure
gradient in the Nagano et al. case was decreasing already from
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Fig. 3 Boundary layers in increasing adverse pressure gradient; (a) -

nondimensional pressure gradient parameters and (b) - friction factor for

Nagano et al. (1993) and Samuel and Joubert (1974); (c) - (d) - Production of turbulent kinetic energy; (e) to (h) - turbulence intensities and shear
stresses at various locations for Nagano et al. flow. Symbols: experiments; Lines: computations

x =~ 0.6 and the increase in the kinetic energy production was
visible only further downstream due to a cumulative transport.

The same effect is noticeable in the Samuel and Joubert case
Fig. 3(d) where the chain curve (obtained by extrapolating £
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further downstream), departs visibly from the rest of the
curves. Figures 3(e) to 3(k) show the results of computations
with the low-Re-number second-moment model, with the addi-
tional term in the ¢ equation Sq, in good agreement with the
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measurements along the whole flow length covered by the
experiment. An interesting feature of this flow is that the inner
wall scaling proved to be inadequate both for the mean and
turbulence properties, causing not only a departure from the
logarithmic law of the wall, but also the variation of the slope
of the normalized turbulent stresses in the limit when the wall
is approached, Fig. 3(g). It is interesting to note that the model
described here can reproduce reasonably well this effect.

3.3 Separation Bubble on a Plane Wall. The next illus-
tration is a ‘‘rapid’’ separation and reattachment of a turbulent
flow on a flat wall, for which Direct Numerical Simulations
were performed recently by Spalart and Coleman (1997). The
pressure gradient was created by imposed suction and blowing
along the opposing flow boundary. We have reproduced the
flow conditions by adopting the same solution domain and the
prescribed transpiration velocity through the upper boundary as
in DNS. Due to Reynolds number limitation (Re; = 19,000),
the incoming boundary layer at Rey;, ~ 300 was not well devel-
oped. This posed uncertainties in reproducing the exact inflow
conditions (particularly the dissipation profile, which was not
provided by DNS), to which the downstream flow pattern is
very sensitive (Spalart and Coleman, 1997).

The present computations were performed with the low-Re-
number second-moment closure with and without the term S,
yielding similar flow patterns in reasonable agreement with the
DNS. However, without S, the dividing streamline shows an
anomalous forward bending in the separation point and back-
ward bending at reattachment. This deficiency of the standard
second-moment closure was detected earlier in studies of back-
ward facing step flow, particularly at low Re numbers (for
discussion, see Hanjali¢ and Jakirlié¢, 1998). While the use of
wall functions and placing the first grid point at a relatively
large distance from the wall concealed the anomaly, it becomes
visible when using models which allow the integration up to
the wall and the application of finer numerical grids. The intro-
duction of S; term into the dissipation equation, which compen-
sates for excessive growth of the length scale in the stagnation
zones, eliminates the anomaly both when used in conjunction
with the standard high-Re-number second-moment model with
wall functions, or with low-Re-number models and integration
up to the wall.

The computed separation bubbles, Fig. 4, is somewhat thinner
than in DNS, what may be a consequence of inadequate inflow
conditions. The streamline anomaly without S, makes the dis-
tance between separation and reattachment shorter. The inclu-
sion of S, rectifies the anomaly (Fig. 4) and extends the bubble
length at the wall, though both the separation and reattachment
pomts are predlcted somewhat more upstream than in DNS.
This is seen in the plot of the friction factor, Fig. 5, which
shows also some discrepancy in the recovery zone. The mean
velocity profiles, however, agree very well with the DNS, Fig.
6. The computed components of turbulence intensity are similar
to DNS (see also the contours of kinetic energy, Fig. 4), though
with some discrepancy, which is most noticeable in the profiles
of the shear stress.

It should be noted that DNS was performed with 600 X 200
X 256 nodes and the statistical sample contained 429 fields,
requiring 800 CRAY 90 hours. Despite such effort, Spalart and
Coleman (1997) cautioned at several defects in the results
which could not be eliminated because of high costs. In contrast,
the present RANS computations were performed with 100 X
100 X 1 grid in a steady mode, requiring 2 CRAY hours.

3.4 Backward-Facing Step and Sudden Expansion. A
turbulent flow behind a backward facing step contains several
features pertinent to real complex flows: abrupt change of
boundary conditions at the step which leads to boundary layer
separation, a curved free shear layer and its bifurcation at the
reattachment, primary and secondary recirculation, reattach-
ment and subsequent recovery of the wall boundary layer. Flows
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Fig. 4 Streamlines (a) and kinetic energy contours (b) in a separation
bubble. Top figures: DNS {Spalart and Coleman 1997). Bottom figures:
computations low-Re-number RSM.

with a smaller expansion ratio R (downstream/upstream flow-
width) with a milder effect of pressure gradient seem to be
more difficult to reproduce by statistical turbulence models due
to a stronger effect of stress field anisotropy (as compared with
the pressure gradient) on the flow evolution and recovery.
The standard linear two-equation & — ¢ model gives a too
short recirculation length and a poor reproduction not only of
mean velocity and turbulence profiles, but even more of the
friction coefficient. Unsatisfactory predictions are not located
only around reattachment, but also elsewhere in the recirculating
and recovery region. Second moment closures account better
for streamline curvature and differentiate the sign of extra strain
rate effects through the exact treatment of the stress production
term. Indeed, the standard high-Re-number second moment clo-
sure produces the desired elongation of the separation bubble
and, in the whole, a more realistic flow pattern. However, due
to inadequacy of wall functions, near wall region is poorly
reproduced leading to a severe underprediction of the friction
factor, particularly in the recirculation region. The present
model yielded very good agreement with the DNS and experi-
ments for a range of Reynolds numbers and expansion ratios.
An illustration of the model performance is given in Fig. 7

-+

o DNS & Mpglart and Coleman (1997)
els

010 1 _Comp Low—Re

-IIII|lIlllllJ_LllI]IIIIII!IIIIHlllllllllIH|||||I}

0 2 4 6 B8 L 10

Fig. 5 Friction factor along the wall in the flow with separation bubble
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showing a comparison of the computed dividing and zero-veloc-
ity streamlines (normalized with the step height and reattach-
ment length) with experiments and DNS results for six flows,
which include backward-facing steps, sudden plane and axisym-
metric expansion, for a range of Re numbers. Note that the
reattachment length in the cases considered vary between 6.3
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(Rey = 5000, R = 1.2) to 8.5 (Rey = 110000, R = 2) for
backstep, and up to 11.3 for pipe expansion (Re, = 9250, R =
2). Predictions for backstep and sudden plane expansion flows
show all a remarkable similarity and in good accord with experi-
ments and DNS, Somewhat different behavior in the pipe expan-
sion, particularly close to reattachment, is also well reproduced.
More details are given in Hanjali¢ and Jakirlic (1998).

3.5 Airfoil. The last example is the flow over the NACA
4412 airfoil at maximum lift, with the incidence angle of 13.87
deg (Coles and Wadcock, 1979). Prediction of the leading edge
transition (imposed experimentally at 0.023 = x/c = 0.1) and
of the trailing edge (oscillatory) separation has posed difficul-
ties to standard one-and two-equation turbulence models used
in aeronautics, (e.g., Guilmineau et al., 1997). In most computa-
tions reported in literature the transition is imposed artificially
at the prescribed location adopted from experiment by switching
on the turbulence model (or, alternatively, the production of
the kinetic energy). In this case the transition length is very
short and the treatment of the transition proved to be of little
influence on the overall results. However, predicting the transi-
tion location in unknown flows without an empirical input is
the major criterion in judging the RANS turbulence model for
transitional flows.

Computations were performed with a four-block O-grid with
both the high- and low-Re-number second-moment closures
(398 x 88 and 398 X 128 nodes, respectively ), without impos-
ing any artificial transition. The wall nearest grid point was at
y* between 0.1 and 1.5 for the fine mesh and between 10 and
50 for the coarse mesh. The high-Re-number model gave almost
identical results both for 1.5 percent and for 5 percent free-
stream turbulence. Because of the high bulk flow Reynolds
number (the cord-base Re = 1.52 X 10°), the application of
the low-Re-number model due to a need for a fine and highly
nonuniform numerical grid near walls becomes more de-
manding (slower convergence), particularly with a low free-
stream turbulence. It should be noted that all computations were
performed in a steady mode, what may not be fully suitable,
particularly for a low free-stream turbulence.

We present here results obtained with 5 percent free-stream
turbulence. The pressure coefficient obtained by both models
agrees well with the experiments (Fig. 8). A difference between
the two sets of results is more visible in the mean velocity and
shear stress profiles, and, particularly, in the size of the separa-
tion bubble. Unlike the backstep flow, where both models result
in a similar streamline pattern in the recirculation zone, here
the low-Re-number models yield substantially thinner bubble,
though of almost the same length.

Because of insufficient data it is difficult to judge which
streamline patter is closer to reality. The mean velocity and
shear stress profiles obtained by both models show also close
agreement with experiments at most locations along the airfoil
and also in the near wake, but the low-Re- number model seems
to be shghtly superior.

In view of the fact that some simpler models such as the
zonal k — w model of Menter, see Guilmineau et al. (1997),
can give satisfactory reproduction of available experimental
mean flow parameters for a two-dimensional high-load airfoils,
this example may not be the most appropriate for illustrating
arguments in favor of second-moment closures. There is also a
doubt that the wind-tunnel walls may have an influence on the
results, ' although it is unlikely that the inner part of the bound-
ary layer (except, perhaps, the location of separation), will be
very sensitive to these effects. Nonetheless, we have included
this flow in the present discussion mainly to demonstrate that
the second-moment closures (including their low-Re-number
variants with integration up to the wall) may be successfully
used to compute complex flows over curved surfaces at high

! As pointed out by one of the referees.
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Re numbers and with strong pressure variations. A comparison
of results obtained with high and low-Re-number variants of
the same basic model, as well as with results obtained with %
— ¢ and k — w models (available in literature) are also believed
to provide useful information.

4 Concluding Remarks

There is a view among the Computational Fluid Dynamics
(CFD) community that the conventional Reynolds-Averaged Na-
vier-Stokes (RANS) turbulence models will soon be replaced by
Large-Eddy Simulation (LES) for a wide industrial applications.
While such prospects may sound feasible for specific branches
of industry, a wider application of LES for real high-Re-number
flows in aeronautics seem still very distant, as argued recently
by Spalart et al. (1997). The conventional RANS models have
not indeed fulfilled the early expectations, but they remain still
the only viable means for complex industrial computations. Of
course, improvements are needed and possible, and this article
outlines some prospects in that direction.

Some recent advancements in the refinement of second-mo-
ment closure models have been presented, which brought im-
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provements in reproducing several types of turbulent flows rele-
vant to external aerodynamics. The illustrations focused on the
effect of pressure gradient, but also on some other phenomena
(transition, separation, reattachment, recovery), which pre-
viously could not be satisfactory resolved, even with the higher
order models, casting a shadow over the RANS approach to
model turbulence in complex flows. The considered model re-
finement, as well as others based on different theoretical ap-
proaches, but still within the framework of RANS (nonlinear
realizable models of pressure-strain based on tensorial expansion,
elliptic relaxation method, and others) keep the prospects open
and give fresh impetus to further improvement and a wider appli-
cation of higher-order turbulence models in aerospace industry.
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Experimental Study of the
Behavior of Confined Variable
Density Jets in a Time Varying
Crossflow

An experimental work and a physical analysis dedicated to the study of a low density
Jjet subjected to a time varying crossflow with high acceleration/deceleration levels
are presented in this paper. Relevant nondimensional numbers are derived and show
that unsteady effects associated with the presence of the jet in the acceleration field
have noticeable consequences on the flapping of the jet. The Schlieren technique is
applied in the test section of a square duct to obtain time resolved images of the jet.
Analysis of the results is focused on the influence of the unsteady effects on the global
dynamic behaviour of the jet in the near field. The interaction between the jet and
the crossflow is analysed in three contrasted situations corresponding to different
values of the jet outlet velocity U,. We predict and observe an increase of the
Jjet deflection during the acceleration phase and a competition between drag and
acceleration during the deceleration. This competition is particularly clear for the
two lowest ejection velocities of the jet and we have shown that the jet is initially
deflected upstream the nozzle. The influence of exit jet injection angle is finally
considered. We show that upstream or downstream injections induce a very strong

modification of the mixing process of the jet fluid with the pulsed crossflow.

1 Introduction

The flow associated with the turbulent mixing of a jet ex-
hausting at large angles in a crossflow is an example of complex
three-dimensional shear flows. This situation is widely used in
many technical applications where efficient mixing of the jet
fluid with the surrounding is of primary importance (Broadwell
and Breidenthal, 1984; Smith and Mungal, 1998). Applications
include such contrasted practical problems as discharge of waste
gases from chimney stacks, control of missiles or aircraft, gas
turbine combustor cooling, or fuel injection. One can refer to
the review of Margason (1993) for a complete literature survey
concerning jets in crossflow. The crossflow modifies the direc-
tion of the initial momentum flux of the jet and three-dimen-
sional effects are important. For nonconfined situations, the
structure of the flow is known to range from a free jet like
behavior in the near field to a counter-rotating vortex pair in
the far field (Kamotani and Greber, 1972; Keffer and Baines,
1963). Typical vortex systems associated with the crossflow
interaction are now well-identified (Kelso, Lim, and Perry,
1996). Moreover, the instantaneous structure of the flow bears
only a little resemblance to ensemble averaged velocity fields
(Smith, Lozano, Mungal, and Hanson, 1993).

In the far field of the jet, Broadwell and Breidenthal (1984 )
have considered the jet as a point source of normal momentum
and have shown that the only global length scale is rDy. 7 is
the square root of the momentum flux ratio r =
(U3l pU%) ', Here, U is velocity, p is density, and subscript
0 and | refer to jet properties and crossflow properties, respec-
tively. In the near field, Smith and Mungal (1998) have recently
shown that the vortex interaction region displays a Dy scaling
which allows for structural effects that depend on the ratio r.
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Finally, a third length scale »*Dy can be used to collapse the
data in the first diameter from the jet exit and to locate the
branch point of the counter-rotating vortex pair (Smith and
Mungal, 1998).

Turbulent jets in confined crossflow are relevant configura-
tions for a lot of engineering situations but have received consid-
erably less attention than turbulent jets in unbounded crossflows
(Catalano et al., 1989; Kamotani and Greber, 1974; Stoy and
Ben-haim, 1973). Catalano et al. (1989) have shown that the
existence of impingement on the opposite wall is strongly de-
pendant on the jet to crossflow velocity ratio r. Stoy and Ben-
haim (1973) have used a classical one-dimensional analysis
and concluded that the jet trajectory and impingement point can
be fairly well predicted using correlations derived in unbounded
flows. However, no systematic study of the effect of confine-
ment seems available in the literature.

To the authors’ knowledge, no studies are reported concern-
ing the effects of a pulsed crossflow on a jet. Practical applica-
tions corresponding to this situation are, however, quite com-
mon. For example, the present work is directly linked with the
development of natural gas vehicles (NGV) which have a high
potential to reduce urban air pollution (Stephenson, 1997). In
such spark ignition engines, the gaseous fuel, significantly
lighter than the surrounding air (po/p, = 0.5), is injected in
intake ports and submitted to a pulsed air flow where accelera-
tion can reach values of 3000 g (Bates, 1989) — g is the gravity
acceleration field. A knowledge of the mixing process of the
jet in this particular unsteady situation is clearly useful to opti-
mise the combustion.

In this paper, we will focus on the description of the global
behavior of a confined variable density jet in a periodic cross-
wind. A first physical analysis will show that the unsteady ef-
fects associated with the presence of the jet in the acceleration
field are expected to have noticeable consequences on the flap-
ping of the jet which are of course enhanced in the case of
jets significantly lighter than the ambient fluid. Time resolved
images of the near field of a light heated jet (po/ p; = 0.5) have
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Fig. 1 Jet configuration

been obtained by Schlieren technique in a model experiment
setup. In the case of a jet directed normally to the crossflow,
contrasted situations corresponding to different values of the
ratio of the unsteady effects to the jet initial momentum flux
will be presented and discussed. A comparison of the relevant
time scales in this situation provides an understanding of the
important physical mechanisms.

The behavior of non-normal jets will be described in the last
part. We will specifically show that a slight counterflow injec-
tion induces dramatic changes and a better dispersion of the
injected fluid in the crossflow even during the acceleration
phases. Such configurations could have interesting applications
in practical situations.

2 Physical Analysis and Derivation of Relevant Non-
dimensional Numbers

We consider the situation presented in Fig. 1. The jet fluid
has an ejection velocity U, and an initial density p, eventually
very different from the ambient density p;. In this first part, we
assume that the jet flows perpendicularly to the time varying
crossflow U, (¢). We will focus on the dynamical behavior of
the flow in the first diameters of the jet. The initial momentum
flux of the jet can be affected by gravity effects and by the
uniform transversal flow of speed U, varying with time (U, =
dU,/dt). The time scale of the pulsation classically defined as
Ty, =~ min (U,/ U,) is an important quantity that has to be
compared with the other relevant time scales. The effect of the
gravity field g is neglected in all the cases presented in this
paper. First, it can be easily checked that the jet Froude number
defined by F; = poU3/glpo — p1| Do (Chen and Rodi, 1980) is
significantly large. The initial development of the jet is therefore
inertial and is not affected by gravity (Chassaing et al., 1994;
Panchapakesan and Lumley, 1993). Second, we deal with con-
trasted situations with |U,| > g and Ty, <€ T, where 7, is the

characteristic time scale of the movement induced by gravity
over the channel height H (Tritton, 1988).

A large amplitude pulsation of the crossflow is expected to
have a significant effect on the jet behavior. An integral model
describing the time and space evolution of the far field of the
unsteady jet submitted to a time varying crosswind has been
established in (Raud, 1997). A simplified analysis is presented
here in order to focus on the flow behavior at the jet outlet and
to derive relevant nondimensional numbers. Let us consider the
control volume V, of thickness As <€ D, and limited by the jet
contour drawn in Fig. 1 at the exit of the fixed jet nozzle of
surface S,. We can easily show (Raud, 1997) that the inertia
effects due to the movement of the control volume are negligi-
ble. We further assume that the velocity profile is uniform of
velocity V = Ut where the vector t is the local tangent to the
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jet axis. Finally, we neglect the entrainment of the external fluid
by the early developing annular mixing layers. The modulus of
V is therefore constant and equal to the ejection velocity U,.
The mass flux Q and the momentum flux J are respectively Q
= polUpSot = Qot and J = pyU3Set = Jot, The momentum
balance writes:

2,8_Jde, fo

ot  B8s Dy at*+§¥]“:(2”“ ()

«a is the local angle of the jet axis and n is the local normal to
the jet axis. £* and s* are nondimensional time and length based
on the jet scales with t* = U,/ Dy and s* = s/D,. T F represents
the sum of the normal forces by unit length applied on the fluid
contained in V, by the external flow. Near the jet outlet, we

have therefore:
Ja  Oa]_ ¥ <M
ot* Os* J()

In Eq. (2), nondimensional numbers N = D, F/J, represent
the spatio-temporal change of «. N = Dy/L compares the steady
jet length scale to the characteristic length L = J,/F associated
with the force F. If N < 1, force F has only a little effect on
the exhaust flow. On the contrary, if N > 1, the exhaust flow is
significantly influenced by the external unsteadiness. Neglecting
possible history effects, F is classically decomposed into three
terms with XF = Fj, 4+ F; + Fy. Fp denotes the quasi-steady
drag, F, represents the pressure force applied by the outer flow
to accelerate the equivalent volume V, of external fluid and F,
is the added mass force due to the presence of the jet in the
acceleration field.

The following expressions are easily obtained:

(2)

Fp = CJ%DoplU%§ F, = SOplUl; Fy = SOCmPIUl (3)

Fp is positive as the crossflow is always in the positive direction
in the present work.

C, is the equivalent aerodynamic drag coefficient between
crossflow and jet. We assume that the value of C, is of the
same order of magnitude as the value of the drag coefficient of
a rigid cylinder (Adler and Baron, 1979; Qoms, 1977). The
mean value of the equivalent Reynolds number R, = (U, D,/
v) is of order 2. 10*, we therefore choose C, = 1. Note that
assuming a constant value for C, removes the effect of the
crossflow unsteadiness from the drag force term and that no
history forces are considered here. The added mass coefficient
C,, is fixed at C,, = 1 equal to the coefficient of a rigid cylinder.

The final expressions of N, (drag effect) and N, (accelera-
tion effects) are: )

DyFp, ZC{fPIU%
ND = —_—— = ————2
Jo T polUs
D .
Nee= 2R _ gy gy 2200y
Jo poU3

The expression of Nj, is classical. N,,. compares the jet mo-
mentum flux to the unsteady pressure effects. Note that these
unsteady effects are expected to play a role even if the density
po is equal to the ambient density p, because the location of
the jet exhaust is fixed in the acceleration field. Both drag and
unsteady effects are, however, inversely proportional to the den-
sity ratio po/ p, and are therefore enhanced for light jets.

During an acceleration phase, Np and N, have the same sign
and the acceleration is expected to increase the jet deflection.
On the contrary, during a deceleration phase, unsteady effects
are opposed to drag effects and can eventually dominate. To
illustrate these statements, the ratio N,../Np is computed below
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Fig.2 Evolution of N,../Np over a crossflow period for increasing values
of parameter S = Dy f/U,,

for a periodically time varying crossflow of velocity U,(t) =
(U, 12)[1 — cos (wr)]. One gets:

Nacc ﬂ'(l + Cm) DOUI
e D (5)
Np 2C, Uy
= o2 1+C, sin (wt) Dyf
Cy 1 —cos(wt) | U,

f is the frequency of the pulsation with f = w/27. Ny/Np
compares the advective time scale Do/ U to 7y, . The evolution

of N,../Np is drawn in Fig. 2 for increasing values of the non-
dimensional number S = D, f/U,,. Hatched part of Fig. 2 corre-
sponds to the region of drag effects domination. An increase of
S from § = 0.1 to S = 1 enhances significantly the region of
acceleration domination while drag effects are always signifi-
cant for wt =~ m corresponding to the maximum crosswind
velocity and negligible acceleration. N,../Nj, becomes negative
during the deceleration phase. For N,./N, < —1, the resultant
normal force at the jet exhaust is opposed to the flow direction.
Corresponding effects will be observed in the following.

Volumes of jet fluid propelled into the pipe flow entrain
external air. The resulting mixture experiences the significant
velocity and acceleration of the incident flow. Some signatures
of the acceleration effects will be observed in the following and
a qualitative understanding will be obtained by considering the
dynamics of a coherent finite fluid volume in the incident pulsed
flow (Hunt, 1987).

3 Experimental Arrangement

3.1 Flows Generation and Main Characteristics

3.1.1 Crossflow. Experiments are performed in a H = 60
mm square cross section air tunnel (Fig. 3). The test section is
equipped with large windows for the optical access. A fan gen-

11 : sonic nozzle

: compressed air
: pneumatic valve

é : injection tube
3 : pressure probe

4

5

: blower with a regulation valve

-E-ENT-N

. A : test section with optical access
: heating unit

: rotating butterfly valve
: honeycomb element 10 : external trigger signal

Fig. 3 Experimental setup
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acceleration Velocity

normalized values

cross flow phase (°)

Fig. 4 Evolution of mean velocity and acceleration of the crossflow on
the axis of the duct below the jet nozzle (as a function of the phase of
the crossflow)

erates the main crossflow. For the maximum value of the steady
crossflow velocity [max (U;) =~ 40 ms™' (£1 ms™!)], the
Reynolds number based on the hydraulic diameter is equal to
115,000 and the ratio between the length of the duct L and the
half width of the test section is equal to 58. This ensures that
the flow is reasonably established at the observation zone
(Schlichting, 1979). Velocity measurements have been per-
formed using a hot wire probe (Raud, 1997). Profiles of mean
and rms axial velocity are typical of steady fully developed
turbulent pipe flow. An integral time scale of the turbulence,
T, can be estimated by the ratio #/u*, where the friction veloc-
ity, u*, is derived from the Blasius relation (#* = 0.96 ms™').
The value of T, is approximately 30 ms.

A rotating butterfly valve located two meters upstream of the
test section produces velocity modulations of the main air flow.
Previous studies have shown that rotating butterfly valves can
be used to generate quasi-sinusoidal modulations of the velocity
in a square duct (Charnay and Mathieu, 1976). A periodic time
variation of U, is obtained in the present duct for a frequency
f = 66 Hz (+0.5 Hz). Figure 4 shows the evolution of the
mean velocity on the axis of the test section (averaged from
one hundred cycles), as a function of the angle of the rotating
value. The velocity amplitude varies from U, = 1.2 ms ™' to a
maximum value of U, = 42 ms ™', The quasi-sinusoidal acceler-
ation curve obtained by time derivation of the measured velocity
evolution is superimposed in Fig. 4. The unsteadiness in the
duct can lead to strong values of acceleration up to 506 g with
g = 9.81 ms2. Four particular phases (PO, P90, P180, and
P270) will be studied in this work and have been added on the
graph. These observation phases, regularly spaced over a period
of pulsation, cover a wide range of acceleration values (see
Table 1) where the unsteady effects can be clearly identified
and analysed.

The characteristic time, 7y, =~ min (U,/ U,) of the variation
of velocity is equal to %wf for a sinusoidal evolution (i.e., 7y,
~ 2.4 ms). Ty, is much smaller than the integral characteristic
time of the turbulence (7, =~ 30 ms estimated under steady
conditions). The turbulence is therefore not established under
unsteady conditions.

3.1.2 Jet. The heated air jet [Ty = 550 K (%2 K), po/py
= 0.5] is injected through a cylindrical tube (Dy = 14 mm)
into the main crossflow with an angle of 90 deg (except in
Section 4.3 where the influence of the jet angle is presented).
The confinement of the jet is important in this study with H ~
4D, (see Fig. 1). Jet impingement can therefore occur during
the unsteady flapping of the jet and will be analysed in the
following section.

The use of a sonic nozzle ensures a jet of constant mass flux.
This sonic nozzle is located just before the convergent section
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Table 1 Crossflow velocities and accelerations values at the four se-
lected phases. Expressions of P, N,.. and N;, for the three exit jet veloci-
ties cases. (Uncertainty of N: 10%.)

PO P90 P180 P270
U, (ms) 2 22 405 Y
iJ, (m.s?) 70g 500 g 180 g 2380 g

PN, [ Nee | Np (Neo [Ny | Neew | Mo | Nop,

Case 1:

Us=56ms’ | 04 [1.610°|1.210%| 020 [910%f 066 |-3.110%]3.7102-6.6 107
Case 2:

Uz=39ms" | 065 [331032510%) 041 | 018 | 14 |-6510%[7.6107 -0.14
Case 3:

Uz=dms' | 16 J26102 02 | 31 | 14 | 107 | -050 | 059 | 11

of the injection device (see Fig. 3). The volume within the
convergent and the tube damps any acoustic perturbation in-
duced by the sonic aperture. It has been chosen small enough
so that the pressure and related density time variations in the
duct, induced by the pulsed crossflow, have no significant influ-
ence on the jet exit velocity (small variations less than 1 percent
have been estimated (Borée, 1990)).

The exit jet velocity can be set from Uy = 10 ms ™ to U, =
60 ms™' for Reynolds numbers contained between 8900 and
53,500. The uncertainty of the velocity U, is 3 percent. Velocity
measurements have ensured that the velocity profile at the outlet
of the nozzle is nearly uniform for the different operating condi-
tions (Raud, 1997). The maximum turbulence intensity on the
axis of the jet is 2 percent.

3.2 Imaging System. In order to observe the jet as it
interacts with the main flow, the Schlieren technique was used
and adapted to unsteady conditions. The density gradients due
to the presence of the heated jet are detected with a gated CCD
camera. The integration time of the camera is chosen short
enough (40 us) compared to the period of the crossflow velocity
(2m/w = 15 ms) in order to obtain time-resolved images of the
heated jet at a given phase wt. An external signal provided by
the rotating butterfly valve (with an accuracy of 1 deg) is used
to synchronize the imaging system. The video signal is digitized
by a frame grabber board (Magic MATROX, 768 X 572 pixels,
8 bits) connected to a PC. A specific image processing was
developed to extract the instantaneous jet boundary in a selected
window that corresponds to a field of view of 60 mm height
by 85 mm length.

The Schlieren technique is suitable to analyze the location
and the global structure of the jet as it interacts with the pulsed
crossflow, but no information will be obtained concerning the
well known 3D effects and the vortex structures that appear in
the present configuration (Kamotani and Greber, 1972).

3.3 Post-Processing. Some Schlieren images dedicated to
a pure descriptive approach will be presented in the next section
without post-treatment. On the other hand, a more precise and
objective analysis of the jet structure for different operating
conditions requires a particular post-processing to extract the
jet boundary. Images obtained from the Schlieren technique
cannot be directly interpreted in terms of pixel value. Moreover,
a local pixel value in the jet can be the same than in the back-
ground, so that a systematic threshold on the grey levels cannot
be easily applied to extract the jet from the background of the
image.

The algorithm of the processing is based on the following
observation: considering a zoom on a small test window (in the
background or in the jet), it appears that the background is
locally homogeneous contrary to the heated jet where the den-
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Fig. 5 (a) Typical instantaneous Schlieren image of the jet in the pulsed
crossflow (b) Typical histogram of all the RMS pixels values computed
in the test window (11 X 11 pixels) when moving on the whole image.
S* is a threshold between the jet and the background contributions.
(c) Binarization of the jet image (5.a) after the post-processing. (d) Jet
boundary extracted after application of a sobel gradient on 5.c.

sity gradients lead to a strong dispersion of the pixel values.
The post-processing can be described in two steps. First, over
a small test window (11 X 11 pixels) the root mean square
of the pixel values is calculated and provides the information
concerning the local homogeneity of the image. A small value
of this rms, is obtained when the processing window is located
in the background whereas high values are expected in the jet.

Figure 5(a) shows a typical histogram of all the rms, pixels
values obtained when the test window is moved (pixel by pixel)
over the whole image. A cut-off level, $*, can be objectively
determined at the dip between the contribution of the homoge-
neous background (rms pixel values smaller than S*) and the
contribution of the jet (rms pixel values higher than §*). When
the test window contains jet and background contributions, there
is some overlap of the histograms; but the number of calculated
values corresponding to this particular case remains negligible
and the dip at §* is still marked. In a second step, when S* is
known, the processing window is moved again over the whole
image and its central pixel is replaced by 0 if S* is not reached
(background). Then a simple threshold of the grey levels can
extract easily the jet boundary (Fig. 5(b/c/d)).

4 Results and Discussion

Topologic information will be extracted from instantaneous
images at a given phase and analysed in terms of global behavior
of the jet and mixing between the hot air and the pulsed cross-
flow. A limited set of images were acquired during the study
in each configuration considered. This set is not large enough
to perform a precise phase averaging but ensures that the images
presented here are fully representative of the periodic evolution
of the flow and adapted to the following discussion focused on
three points. First, the interaction between the jet and the pulsed
flow is analysed for a jet with high ejection velocity correspond-
ing to an important ejection momentum flux and low values of
the non-dimensional numbers N. Then the influence of the jet
ejection velocity is considered. Lower ejection velocities corre-
spond to a more pronounced interaction with the pulsed cross-
flow. Finally, results with a variable ejection angle are presented
and discussed in terms of influence of the injection concept on
the mixing process.
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Fig. 6 Time resolved images of the jet (high velocity case: U, = 56
m.s ') at the selected phases of the pulsed crossflow

4.1 Analysis of the Dynamic Behavior of the Jet, In-
stantaneous images of the heated jet (ejection velocity: 56
ms ') are presented in Fig. 6 at the different observation phases
defined in Section 3. This sequence shows how the acceleration
field of the pulsed crossflow perturbs the jet. The jet varies from
a straight jet at PO to a completely deflected jet at P180. The
flapping of the jet is a time-continuous periodic phenomenon
and the distribution of hot air observed at a given phase inherits
the events that occur at the previous phases. These history ef-
fects are clearly visible in Figs. 6(a—d). At PO (Fig. 6(a)),
both the crossflow velocity and acceleration are small, the jet
penetrates across the main flow and behaves like a starting jet
in a quiescent surrounding (Witze, 1980). In particular, the
transient vortex region heading the jet is well detected in Fig.
6(a). A hot mixture is also detected at PO downstream of the
starting jet but along the upper half of the channel only. This
mixing configuration is the signaturé of the previous phases.
Large pockets of unmixed incident fluid therefore flow down-
stream of the injection point along the channel lower wall.

The jet impacts on the channel lower wall between phases
PO and P90. To analyze this point, let us introduce a characteris-
tic time defined as: 7; = H/U,. 7; represents the time needed
for the jet fluid to cross the height of the duct with velocity U,.
With H ~ 4D,, note that U, is a correct velocity scale in the
potential core of the jet. Considering 7, , the characteristic time
of variation of velocity (7, = %wf ), the ratio P = 7,/7y, can
be used to estimate the relative distance covered by the jet fluid
through the duct. In other words a value of P < 1 corresponds
to a jet that can reach and impact the lower wall. This is consis-
tent with the present case where 7; = 1 ms, 74, = 2.4 ms and
P = 0.4. Hot air pockets, witness of this impact, are convected
and accelerated downstream along the lower wall at P90 (Fig.
6(b)). At the phase P90, the external velocity U, increases and
the acceleration is maximal. The core of the jet is strongly
deflected. An objective way to isolate the unsteady effects is to
compare Fig. 6(b) to the steady situation corresponding to the
same velocity of the crossflow. Boundaries of the steady jet (U,
=22 ms™"; U, = 0g) and of the unsteady jet (P90: U, = 22
ms'; U, = 500g) are presented respectively in Figs. 7(a) and
7(b). Compared to the steady case, the spreading of the jet is
strongly affected by the pulsed crossflow. The non-dimensional
numbers Np and N, derived in Section 2 are both positive at
P90 and are respectively Np = 0.20 and N, = 0.09 (see Table
1). Acceleration effects are therefore expected to be significant
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and to increase the initial deflection of the jet. A zoom of the
jet boundary near the nozzle outlet is drawn in Fig. 7(c). The
deflection of the unsteady jet is more pronounced and the contri-
bution of the acceleration effects compared to the drag effects
is clearly visible on the boundary extractions.

The unsteady jet fluid is strongly deflected and confined near
the upper wall at P180 (Fig. 6(c)). With Np ~ 0.66, this
strong deflection in the first jet diameter was expected from
dimensional analysis. The deceleration is nearly maximum at
P270 (Fig. 6(d)). Drag and acceleration effects at the jet outlet
are moderate (Np =~ 0.04, N, =~ —0.07) and compete with
each other. This may explain why the jet exits perpendicularly
in the first diameter and penetrates easier in the flow. One sees
that the hot mixture is confined in the upper half of the channel
at P270. A precise understanding of the dynamic of the turbulent
interface is difficult. Indeed, deceleration induces a strong posi-
tive baroclinic torque, which competes with the shear induced
by the jet flow. More work is presently dedicated to this aspect
which is expected to have a strong influence on mixing.

In the case analyzed in this part, only the penetration of the
starting jet type flow at about PO and the related impact on the
lower wall ensures an initial mixing throughout all the channel
while large volumes of unmixed incident fluid flow in the chan-
nel lower half during the flapping of the jet.

4.2 Influence of the Exit Jet Velocity. The influence of
a decrease of the jet ejection velocity is now discussed. Three
contrasted cases corresponding respectively to U, = 56 ms ™!,
U, = 39 ms™!, and U, = 14 ms™! have been studied. The
first case has been discussed previously. Images obtained by
Schlieren technique at phases PO, P90, P180, and P270 in the
two last cases are presented in Figs. 8 and 9. Changing the jet
exit velocity is expected to have significant effects on the behav-
ior of the jet. First, existence of a jet impact is dependent of
the ratio P, which is inversely proportional to U,. As the exit
jet velocity decreases, the penetration of the jet into the duct
becomes less important. One sees that the impact of the jet on
the lower wall never occurs for the two lowest ejection veloci-
ties. In particular, the jet fluid never crosses the lower part of
the duct for Uy = 14 ms™' which is unfavourable in terms of
mixing. Second, the jet initial momentum flux J, = pU3S,
decreases strongly with U,. Drag and acceleration effects are
therefore expected to be enhanced.

A comparison of the jet boundaries in steady and unsteady
crossflow for U, = 39 ms™' (respectively, Uy = 14 ms™") at
P90 is presented in Fig, 10(a) (respectively, 10(5)). The jet

SNy X8

 — =~
)

\Agn. 1§ AP

Fig.7 Jet boundaries (U, = 56 m.s '} extracted respectively for a steady
{a) and an unsteady (b) conditions at a phase which corresponds to the
same crossflow velocity (U; = 22 m.s*). (¢) Comparison of jet bound-
aries in the first diameters of the jet.
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P270

¢/ d/

Fig.8 Time resolved images of the jet (U, = 39 ms ') at the four phases
of the pulsed crossflow

is strongly deflected in both cases and the flow of hot mixture
develops along the upper wall. The thickness of this layer is,
however, significantly reduced in the unsteady situation. This
observation is a result of the strong imposed acceleration.

In Figs. 8 and 9, we see that low velocity jets are very
sensitive to deceleration. For the sake of clarity, we will focus
on phase P270. Table 1 shows that drag and acceleration effects
at the jet outlet are significant, opposed and that deceleration
effects should dominate. In fact, Figs. 8(d) and 9(d) show that
the jet flow is initially deflected upstream the nozzle against
the incident flow. One may notice that volumes of jet fluid
injected in the channel are moving against the crossflow. This
behaviour is believed to be a striking signature of the decelera-
tion effects. A qualitative understanding can be obtained if one
considers the dynamics of a coherent finite fluid volume in the
incident pulsed flow. Several authors have discussed the motion
of such ‘‘gas bubbles’” in order to investigate either inertia
effects in constant density flows (Hunt, 1987) or buoyancy and
relative acceleration effects in variable density flows (Chomiak

a/ b/

P180

¢/ &/

Fig.9 Time resolved images of the jet (low velocity case: U, = 14 ms ')
at the four phases of the pulsed crossflow
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Fig. 10(a)

Fig. 10(b)

Fig. 10 Comparison of jet boundaries in steady (---) and unsteady
(—) conditions for (a): Uy = 39 m.s ™" and (b): U, = 14 m.s ' at P90

and Nisbet, 1995; Veynante and Poinsot, 1997). The simple
equations governing the movement of a spherical gas volume
submitted to a time varying spatially uniform velocity are re-
called in Appendix A and show qualitatively that the unsteady
effects due to the external mean pressure gradient and to the
added mass force are responsible for such observations. We
could proceed in this way by extending the work of (Escudier
and Maxworthy, 1973) to take into account entrainment of ex-
ternal air in the gas volume. Any quantitative use of the results
would however be very difficult as the particular interaction of
the fluid lumps with the time varying external flow depends
critically on their unknown initial internal organisations ( Chom-
iak and Nisbet, 1995; Escudier and Maxworthy, 1973).

4.3 Influence of Exit Jet Injection Angle. In this section,
we illustrate and compare the behavior of the jet for different
injection angles. Varying the jet injection angle can be a sensi-
tive parameter if one wants to optimise the mixing with the
crossflow. For example, recent studies (Krothapalli and Shih,
1993; Strykowski et al., 1993) explore the problem of counter
current mixing in flows with this goal. Three exit jet angles
have been experimented here for an exit jet velocity U, = 39
ms ™', Time resolved images at the four phases are presented
in Fig. 11 for the downstream injection case (6 = 45 deg) and
in Fig. 12 for the upstream injection case (# = 135 deg). The
corresponding phases for a perpendicular jet (@ = 90 deg) were
displayed in Fig. 8. For these three cases, the dynamic condi-
tions of the crossflow are similar and equal to the conditions
met in the precedent section.

In the downstream injection case (Fig. 11), we again notice
a significant deflection of the flow at the jet outlet at phase P90
corresponding to the maximum acceleration. Moreover, the hot
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Fig. 11 Instantaneous images of the jet (U, = 39 m.s™") at the four
phases of the pulsed crossflow for a jet ejection angle of 45 deg (down-
stream injection)

mixture is clearly deflected upstream during the deceleration
(phase P270). No organized motion is however detected and
the turbulent scales involved in this counter-flow are relatively
small. By comparing the downstream injection to the perpendic-
ular injection, one may also note that the flapping amplitude of
the jet is reduced for the downstream injection.

The structure of the jet is significantly different for upstream
injection (Fig. 12). In particular, the jet penetrates completely
the duct and impacts on the lower wall about phase PO. As
acceleration effects increase, the jet is deflected downstream
(phase P90). A large scale turbulent fluid lump of organised
nature is clearly seen at phase P180. One sees that this structure
flows upstream the jet nozzle during the deceleration phase. In
fact, this injection mode is expected to increase the coherence
of the large-scale jet fluid lump by increasing the initial vorticity
of the structures (Escudier and Maxworthy, 1973). Compared
with the two other cases and especially for phases P90 and P180,
the major difference is here that the mixture is not confined near
the upper wall but expands on the whole height of the duct. This
characteristic can be very interesting in terms of homogeneity of
the mixing.

Conclusion

An experimental work and a physical analysis dedicated to
the study of a low density jet subjected to a time varying cross-
flow with high acceleration/deceleration levels has been pre-
sented in this paper. The crossflow configuration is widely used
in many technical applications where efficient mixing of the jet
fluid with the surrounding is of primary importance.

A simplified momentum balance was written at the jet exit
to derive relevant nondimensional numbers used to estimate the
relative importance of the drag and of the acceleration. We have
shown that unsteady effects associated with the presence of the
jet in the acceleration field are expected to have noticeable
consequences on the flapping of the jet which are of course
enhanced in the case of jets significantly lighter than the ambient
fluid. It was possible to predict an increase of the jet deflection
during the acceleration phase and a competition between drag
and acceleration during the deceleration; during this phase the
unsteady effects can eventually dominate.

The Schlieren technique has been applied in the test section
of a square duct to obtain time resolved images of the jet.
Analysis of the results was focused on the influence of the

Journal of Fluids Engineering

unsteady effects on the global dynamic behavior of the jet in
the near field and image processing was applied to extract the
jet boundary. The modification of the mixing process induced
by the unsteadiness was also discussed. The interaction between
the jet and the crossflow was analyzed in three contrasted situa-
tions corresponding to different values of the jet outlet velocity
U,. The penetration of the hot mixture across the channel is
significantly reduced as U, decreases. A comparison between
jet and pulsation time scales is shown to characterise the possi-
bility of impact of the hot mixture on the lower wall of the
channel.

At the phase of maximum acceleration P90 (U, =500g), the
influence of the unsteady effects has been isolated by comparing
unsteady images to the steady situation corresponding to the
same velocity of the crossflow. Compared to the steady case,
the spreading of the jet flow submitted to such a strong accelera-
tion is significantly reduced. Conversely, drag and acceleration
effects compete with each other at the phase of maximum decel-
eration P270. This competition is particularly clear for the two
lowest ejection velocities of the jet and we have shown that the
jet is initially deflected upstream the nozzle as predicted by
physical analysis. Moreover, figures display clearly volumes of
hot mixture moving against the crossflow in the channel. A
qualitative explanation has been proposed.

For the three cases presented here, large volumes of unmixed
incident fluid flow in the channel lower half during the flapping
of the jet. The influence of exit jet injection angle on the mixing
process has been considered. Compared to the perpendicular
injection the flapping amplitude is reduced in the downstream
injection and the influence of unsteady effects remains quite
similar. The most interesting case is the upstream injection
where the interaction of the light jet with the crossflow is consid-
erably modified. In particular, over a flapping period, the struc-
ture expands on the whole height of the duct and is not confined
near the upper wall. Therefore this injection concept provides
initial conditions that could be more favourable for the mixing
process in terms of spatial homogeneity.,

The further evolution of the turbulent mixture carried by
the pipe flow should keep a strong memory of the unsteady
tridimensional effects observed in the jet near field. Moreover,
baroclinic effects and buoyancy driven turbulent scales in the
acceleration field are expected to play a significant role in the
evolution of this variable density flow.

a/ b/

o/ d/
Fig. 12 Instantaneous images of the jet (U, = 39 m.s') at the four

phases of the pulsed crossflow for a jet ejection angle of 135° (upstream
injection)
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APPENDIX A

We consider here the movement of a spherical fluid lump of
density p, volume V and velocity U, submitted to a spatially
uniform incident flow of velocity U,(¢) periodically varying
with time with 0 = U,(¢) = U,. The density of the ambient
fluid is p;.

In a viscous flow, the drag force Fp non-detailed here is due
to the diffusion of vorticity away from the gas volume (Hunt,
1987). A second force is caused by the mean pressure gradient
-Vp = pU;(¢) associated with the acceleration of the external
fluid and acting over the volume V. A third force or added mass
force is due to the acceleration of the fluid around the spherical
body (Batchelor, 1967).

The momentum balance reads:

dUb pl(l + Cm) 2 FD
—r - g + ——— (A-1
dt l: P + Cmp] l(t) (P + CmP!)V ( )

In the non-galilean referential linked to the external fluid move-
ment, the evolution of the relative velocity U, = U, — U, is:

U, _
dr

Pr— P

(A-2)
P + Cmpl

:| Ul(l) . ___FE____
(P + Cmpl)v

In the jet near field, jet fluid volumes propelled in the pipe are
partially mixed with the external air and eventually experience a
significant initial negative relative velocity with the external
flow. In the constant density case (p = p,), the unsteady pres-
sure effects tend to keep constant this initial relative velocity
and a counterflowing fluid lump can clearly be observed during
the deceleration phase. Equation ( A-2) shows that these effects
are enhanced for light fluid (p < p,) and reduced for heavy
fluid (p > p,) by buoyancy effects induced by the acceleration.

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A pdf Description of Turbulent

Ming-Hua Chen
Ph.D. Candidate.

Axisymmetric Free Jet Flow

This study presents the application of a turbulence prbbability density function ( pdf)
equation to compute an axisymmetric turbulent free jet flow. In view of the difficulty of
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solving this pdf equation directly by conventional numerical methods, an approximate
moment method is applied. The calculated triple velocity correlations appearing in

the second-order moments equation are calculated and compared with measured
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values and with those estimated by moment-closure models. The results reveal that
the pdf approach gives consistency in the higher-order moments and radial budget
of third moments of velocity, and that the neglect of the mean-strain production, the

rapid part of the pressure correlation and the dissipation are responsible for devia-
tions between moment-closure models and experiments. Therefore, pdf methods ap-
pear to be more suitable than conventional moment-closure models in terms of reveal-
ing turbulence structure.

1 Introduction

Turbulence is not only a ubiquitous phenomenon, but also a
recurring problem in engineering applications. The traditional
solution is moment-closure approach, where high-order correla-
tions are modeled in terms of the lower-order ones, and model
constants are determined with the aid of experimental data and
mathematical analysis. This approach has resulted in models
including two-equation and Reynolds-stress-equation models
(e.g., Launder and Spalding, 1972; Lakshminarayana, 1986;
Pollard and Martinuzzi, 1989). An alternative approach is the
probability density function (pdf) method. In addition to their
utility in modeling turbulence, pdf methods are a promising
approach in dealing with turbulent chemically reacting flows.
Over the last 20 years, a representive series of documents asso-
ciated with pdf turbulence models have been published by Pope
et al. (e.g., Pope, 1981a, 1983, 1985; Haworth and Pope, 1986;
Pope and Chen, 1990).

In practice, pdf turbulence models cannot be solved using
conventional grid-based numerical methods because of their
high dimensionality. This problem has been overcome using
the Monte Carlo method developed by Pope (1981b). Haworth
and Pope (1986) reported that every pdf turbulence model cor-
responds with a Reynolds-stress model (RSM). Furthermore,
Pope (1994 ) performed a detailed examination of the relation-
ship between pdf models and RSMs. Because they are one-
point closures, pdf models require external specification of scale
information. To remedy this deficiency, Pope and Chen (1990)
developed a pdf turbulence model based on the joint pdf of
velocity and the instantaneous dissipation rate. Meanwhile, by
combining the modeling methods of Chung (1967) and Pope
(1981a), Hong et al. (1993) developed the pdf model that is
employed in the present study. As compared with Pope’s models
(e.g., Haworth and Pope, 1986; Pope and Chen, 1990), Hong et
al.’s pdf model (1993) is less complicated and includes viscous
diffusion to deal with turbulence in the vicinity of a wall. Re-
cently, Dreeben and Pope (1997a, 1997b) also have included
wall effects in their pdf models. Hong et al. subsequently used
their model (Hong et al., 1993) to compute turbulent Couette
flow (Hong et al., 1995) and the two-dimensional mixing layer
(Hong and Chen, 1998).

This study is aimed at extending the range of Hong et al.’s
pdf model. The configuration studied is an axisymmetric free
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turbulent jet without swirl. As indicated in some documents
(e.g., Launder et al., 1972; Pope, 1978), the spreading rate of
a round jet is predicted to be approximately 40 percent higher
than the experimental data when using the standard ¥ — ¢ model
and RSMs. Such errors might be due to incorrect modeling of
the e-equation, as pointed out by Robinson et al. (1995). This
situation has been studied over an extended time by turbulence
model researchers, and eventually some modified models have
been developed which have provided more satisfactory resuits
(e.g., Launder et al., 1972; Pope, 1978; Hanjalic and Launder,
1980; Fu, 1993; Robinson et al., 1995). It has been suggested
that the mechanism of spreading depends greatly on turbulence
diffusion. Therefore, a model that addresses the effects of turbu-
lence diffusion caused by velocity and pressure fluctuations is
expected to provide better results. In this respect, it has been
suggested that the pdf turbulence model can work more accu-
rately on predicting the turbulence structure of round jet flow.
This is due to the fact that the triple-moment velocity correla-
tions, which appear in RSMs and require modeling, correspond
to the convection term in the pdf model which does not have
to be modelled.

This study provides the solution for the axisymmetric free
jet flow using the pdf turbulence model developed by Hong et al.
(1993, 1995) with the emphasis on the triple-moment velocity
correlations. The calculated profiles of mean velocity and Reyn-
olds-stresses and the radial budgets of turbulence kinetic energy
and Reynolds-stress have been shown in a previous paper (Chen
and Hong, 1998). In the present study, the solution method
involves empirical inputs as initial conditions. This specification
is for calculation and engineering convenience which will be
described in detail in Section 3. Subsequently, a comparison of
the calculated results with the measured values and with mo-
ment-closure theories is provided.

2 Pdf Equation Model and Mathematical Formula-
tion

In this section, the pdf turbulence model developed by Hong
et al. is briefly introduced. The detailed development of this
pdf model was provided in the previous papers (Hong et al.,
1993, 1995), and it will not be repeated here. For the purpose
of solution, the pdf equation model is simplified in this section.
Such a simplication is mainly based on the geometric and physi-
cal features of the axisymmetric free jet of present interest and
the similarity variable introduced.
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(a) pdfEquation Model. The pdf equation model devel-
oped by Hong et al. is shown as follows
of oy o
at 6x,~

o o, € Ouu;
=—|( = L f+ Cmuf— —H
A, [( ) x; wf + Gyt x; f]

8% f C ) 0% f
+ Coe + 22 Py | —2—.
Y ox,0x, +< T3 ) By o

where upper and lower cases u’s denote the mean and fluctuat-
ing components of velocity, respectively. Cartesian tensor nota-
tion with the summation convention for repeated indices has
been used in Eq. (1). C, C,, and C; are three model constants,
and k and e are the turbulent kinetic energy and its dissipation
rate. Py = —OU;/0x; wu; is the production term in the turbu-
lence kinetic energy equation. The dependent variable in Eq.
(1) is the probability density function f(i; ¢, %), where fdii
presents the probability of the fluid element at time ¢, position
X having a fluctuating velocity between & and & + dit. Once f
is known, velocity correlations of any order are computed as
moments of this pdf f: '

(1)

Qu) = f O (u) fdir (2)
The first term on the right-hand side of Eq. (1) is the transport
of fin velocity space due to mean velocity gradient, rapid effect
of pressure fluctuations, viscous dissipation, and Reynolds-
stress gradient. The second term presents the influence of vis-
cous diffusion, and the third term denotes the way the pressure
fluctuations work on the transport of fin velocity space. The
theoretical basis and modeling of Eq. (1) are detailed in Hong
et al.’s papers (1993, 1995). The model constants C,, C,, and
C; need to be specified. A link between C; and C, can be found
by comparing the turbulent kinetic energy equation derived
from Eq. (1) with that derived from the Navier-Stokes equation.
Furthermore, after the moment equations derived from Eq. (1)
are compared with proven Reynolds-stress models (RSM’s),
one can determine relationships among the model constants Cy,
C,, and Cj; and pressure-strain (PS) term and the dissipation
(D) term appearing in RSM’s, Different values of C,, C,, and
C; correspond to different models for PS and D. At this point,
for simplicity and efficacy, the isotropization of production
model (Naot et al., 1970; Launder et al., 1975) is taken as the
baseline for the determination of C,, C,, and C;: this yields C,
= 0.9, G, = 0.27, and C; = 0.6.

(b) Axisymmetric Free Turbulent Jet. The turbulent
flowfield of present interest is the axisymmetric free jet with a
statistically steady, isothermal, incompressible fluid issuing into
quiescent surroundings. This is a thin-shear-layer flow charac-
terized by remoteness from walls and a single predominant flow
direction, the streamwise direction, denoted by x. In addition,
this flow has an azimuthal direction of statistical homogeneity,
which is denoted by 6. The radial direction is denoted by r.
Corresponding velocity components are Uy, U,, and Uy, respec-
tively, which are decomposed into their mean and fluctuating
parts (U,, U,, and U,) and (u, v, and w). It is well known that
profiles of any one-point statistic of the Eulerian velocity field
in a thin-shear-layer flow are self-similar (implied by an order-
of-magnitude analysis). A dimensionless similarity variable 7
is introduced,

n=; 3)

where § denotes the value of r where U, is equal to 1/2 U,,;
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the characteristic velocity U, is the centerline mean velocity.
Notably, the spreading rate S defined by
(4)

dé
§ = — = constant.
dx

Equation (4) is confirmed by experimental observations.

(c) Mathematical Formulation. First, the similarity
equation is obtained by substituting the similarity variable de-
fined by Eq. (3) into Eq. (1), by droping out U, and the terms
involved in /9t and 8/00, and by neglecting the viscous diffu-
sion term. The generalized moment equation, subsequently, is
obtained by multiplying the similarity equation by an arbitrary
function of #, Q@ = Q(#), and integrating over the entire veloc-
ity space. The similarity and generalized moment equations are
given by Chen (1998) and are not included here for lack of
space. The generalized moment equation then is solved for the
distribution function f using the moment method of Liu and
Lees (1961). The solution was obtained by approximating the
distribution function using two half-Maxwellian functions:

1

f=h=77—"7—
(%WE 3/2
3 1
% exp| — (Ux — l]nl)2 + (Ur - Vol)2 + wZ
2E\/3
for v > 0,
1
f=t=7—=—
(_ TFEz 372
3
% exp| — (Ux - UHZ)Z + (Ur - Vv’2)2 + W2
2E,/3
forv=0. (5)

The current moment method of solution involves determining
the six unknown functions E,, E,, U,, U,2, V,, and V,, by
substituting the assumed form of the distribution function, Eq.
(5), into a set of six particular moment equations to be deduced
from the generalized moment equation. With the six function
distributions across the jet, any order velocity correlations can
be readily evaluated immediately since these correlations are
functions of E,, E,, U,,, U,2, V,|, and V,,. Some examples are
shown in the following:

U, +
Ve _atax (6)
Un 2
¥t (@-a) -
U; 6 4
uw (o, — ) | as+as @ — ay
e Lk S oL LA e B R B 8
A [ o 2 ] ®
W o, — ay)(a? — al
___3 =( 1 2)( 5 6) (9)
U, 4
where «;, i = 1 — 6, are defined as follows:
a_U(Jl a—-_.l&iz a_Vol a_Vo2
‘Yo, o o Tt us
El/2 172
a5 = ._{ , Qg = _% .
Um Uﬂl
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Table 1 Empirical inputs and initial conditions

U/ U= =1 (0) y=o=1.16
(U r/ﬁ m)?l=0 =0 (0,2) n=0=0-84
(/U2 4=0=0.075" | (t3) c=0.18
(WH052) q0=0.048" | (01g) 4=0=0.17
(ﬁT//U m2) n=0=0 (ais) 1\=0=O'4

(u*/0p>) 4=0=0.0021" | (ctg) 4=0=0.36

( "Hussein, Capp and George 1994 )

As we successively allow Q = 1, u, v, %, v? and uv into
the generalized moment equation, and make use of Eq. (5),
the following six ordinary differential equations are the re-
sult:

6

do:
S A =B, i=1-6 (10)
i=1 dn

where Ay, for different i, and B; are functions of o, j = 1 — 6.

3 Initial Conditions and Solution Method

The dependent variables «;, i = 1 — 6, in Eq. (10) are
functions only of the similarity variable 7. The starting positions
(or initial conditions) are at the centerline where r = 0 and 7
= (. The measured values of some velocity correlations, which
are functions of «; as exemplified in Egs. (6)~(9), at the
centerline can be used to simultaneously determine the initial
conditions of «;, i = 1 — 6. Mathematically, the problem at
hand needs six initial conditions which can be provided by
physical argument. First, U,/U,, = 1 at n = 0. Furthermore, the
odd functions such as U,, wv, v*, vu?, and vw? are zero at the
centerline. With the above conditions, the initial conditions can
be acquired. The manipulation of this task, however, is more
troublesome; hence the last three choices are replaced by u?,
w?, and u* for calculation and engineering convenience. More-
over, this replacement gives the closest Reynolds stress distribu-
tion across the round jet when compared with the LDA data.
Table 1 shows the selected experimental inputs and the initial
conditions in which the measured values are adopted from re-
cent Laser-Doppler anemometry (LDA) data (Hussein et al.,
1994). The earlier hot-wire (HW) data (Wygnanski and
Fiedler, 1969) have not been adopted here due to the inevitably
of greater errors in experiments. However, for the sake of com-
parison, the HW data will be included in the figures discussed
in the next section.

The six simultaneous first-order ordinary differential equa-
tions, with the given initial conditions tabulated in Table I,
have been solved using a fourth-order Runge-Kutta method.
For a convenient comparison with the measured values, the
computation domain is 0 = 7 = 2. After checking grid indepen-
dence, a uniform spacing of 201 mesh points in the n direction
arrived at a convergent solution.

For verifying the boundary conditions at the free-stream, the
streamwise mean velocity, Reynolds shear-stress and turbulent
kinetic energy were calculated with n extending to 10. For >
3 the three quantities become less 1 percent of the corresponding
maximum, respectively. The calculated results show these phys-
ical quantities approach zero with increasing 7.

In addition, the values for S (spreading rate) and e/k have

to be presumed. Regarding S, the value lies in the conditions
of the experiment which varies from 0.086-0.095 (Wilcox
1993). Two sets of recently measured data (Panchapakesan
and Lumley, 1993; Hussein et al., 1994) revealed 0.096 and
0.094. Herein, we take the middle ground and adopt § =
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0.095. The variation for e/k acoss the jet can be determined
through solving simultaneously the transport equations for &
and e¢. However, this methodology is a more troublesome
task; therefore, they are given directly as done by Haworth
and Pope (1987).

(1)

where w* ranges from 0.146 to 0.234 depending on the different
models. In this study the middle value for w* = 0.21 is selected
along with § = 0.095 to give the closest Reynolds-stress distri-
bution when compared with the LDA data.

4 Results and Discussion

This section presents the calculated high-order moments, in-
cluding the third- and fourth-order velocity correlations. These
quantities were evaluated using Eqgs. (2), and (5) composed of
«;, i =1 — 6, which were calculated in advance. As mentioned
previously, typical corresponding experimental data, respec-
tively, by SHW (stationary hot-wire), FHW (flying hot-wire),
and LDA (Laser-Doppler anemometry ) are included in the fol-
lowing plots for comparison. These measured values include
the works performed by Wygnanski and Fiedler ( 1969, hereafter
referred to as WF), Panchapakesan and Lumley (1993, hereaf-
ter referred to as PL), and Hussein et al. (1994, hereafter re-
ferred to as HCG). The suffixes SHW, FHW, and LDA indicate
the type of measurement system. For comparison, all of the
properties in the following figures were normalized using T,
and 4.

Figure I shows the calculated third moments and the corre-
sponding measured values. The experimental data in these fig-
ures exhibit a significant amount of scatter. These results are
attributed the differences among these measurements to experi-
mental technique or to any of a number of physical effects. The
calculated distribution for 1* shown in Fig. 1 (a) reveals a closer
agreement with the LDA and FHW data as to both profiles
shape and magitude. This is an encouraging result, which is
usually much underpredicted by simple moment-closure theo-
ries which will be discussed later. Figure 1(«) also shows that
when away from the central region (0.5 < n), the SHW data
of u? shows a lower value than LDA data by approximately 50
percent. . :

The calculated profiles for v show in general a middle value
between the LDA and FHW data but are higher near the axis,
as shown in Fig. 1(5). The profiles for the SHW measurements
of HCG and WF were found to be narrower than the LDA
measurements. As pointed out by Panchapakesan and Lumley
(1993), this difference may be attributed to the rectifictation
and drop-out errors in the SHW measurements. Figure 1(c¢)
shows the u’v profiles. In the central region 0 < n < 0.5 the
calculated 1 is found to be negative, a feature also displayed
by the LDA and FHW measurements but absent in the SHW
measurements of HCG and WF. The sign changes near the
centerline may be attributed to the differences in the facilities,
such as the SHW measurements made with capacitor-coupled
circuits that may pass varying amounts of low-frequency large-
scale motions with helical instability which could affect the
intensities near the centerline.

Figure 1 above has presented the comparisons between the
calculated and measured profiles for triple velocity moments.
Moreover, the present calculations for triple velocity moments
were compared with those predicted by moment-closure mod-
els. Regarding moment-closure models, our attention is confined
to relatively simple ones that can be adopted without greatly
adding to the computational labour involved in the numerical
simulations for axisymmetric free jet flow with second-moment
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Fig. 1 Variation of third moments across the jet. (a) E (b) ;3 (c) uTv

closures. There are six models to be chosen for comparison.
They can be written in general form as

2
—UiUilUy = k3/2 Z A(”)DE]‘Z),

n=1

(12)
where A are scalar coefficients and D are the nondimen-
sional tensors given as

1

ij}f) = k2 Gijk (13)
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1

Dfﬁ() = W (Gubjr + Gubu + Gydyy) (14)
where
Oty i i
Gy = iy i | g it | o Oy g
Xn 6)('" 8)5,,

and §; is the Kronecker delta. The coefficients A depend on
the scalar invariants of the anisotropy tensor,

w1
;= =t — =& 16
o2 37 (o

Table 2 shows the coefficients A" corresponding to six models:
the Hanjalic and Launder model (1972, hereafter referred to as
HL); the Zeman and Lumley model (1976, hereafter referred
to as ZL); the Lumley model (1978); the Choi and Lumliey
model (1984, hereafter referred to as CL); the Shih, Mansour
and Chen model (1987, hereafter referred to as SMC) and the
Sarkar and Speziale model (1990, hereafter referred to as SS).
The scalar functions appearing in the different model coeffi-
cients shown in Table 2 are provided in the Appendix. The
rational closure techniques and the physical grounds concerning
the above models are referred to their original papers and are
not repeated here. The basic assumptions under these models
are the neglect of advection, mean-strain production, and the
rapid part of the pressure correlation in the triple-moment equa-
tion and the quasi-Gaussian approximation for the diffusion
term.

Using these algebraic models, the velocity triple moments
have been calculated using the LDA data (HCG, 1994) of the
second-moment quantities. The LDA data of HCG (1994 ) that
can be adopted is because of the set of data satisfying all of the
consistency checks imposed by the dynamics equations.

Shown in Fig. 2 are the comparisons for the triple-velocity
correlations. Only the LDA measured data of HCG which are
the source of the inputs for the evaluation of triple moments by
the above six models are included also in Fig. 2 for comparison.
The prediction for u” by these algebraic models is much lower
than experimental data, as shown in Fig. 2(a). For u’ the CL
model gives a better agreement profile in the region 0.5 < 7,
but gives greater negative values in the central region which
violates the measured data. For v* and u% the six models
achieve a better than qualitative agreement with the measured
data. Of these models, that of Lumley and SMC models present
the better approximation to the data, whereas HL and ZL. models
give the worse prediction. It is noted that the SMC model yields
the same predictions as the Lumley model for the triple-velocity
correlations. The CL model overpredicts the profiles for v* and
u*v. The six models all give profile shapes for ¥% which are
consistant with the LDA data being negative near the centerline,
as shown in Fig. 2(c). When compared with the third-moments
profiles calculated by the pdf model, the six models are inferior
since the discrepancies between the experiment and prediction
by the six models for u* are still very serious, In order to further
investigate the explanations for this discrepancy, the budget for
triple moment »* is estimated by HCG data (1994), as shown

b

Table 2 Coefficients A for different third moment model (see the
Appendix for details)

Model A® A® Model constants

HL Cs 0 Cs=0.11

7L 1/6C4 (Co1Y{6C4Ce+5)] | Ce=l(1-24T)"-1}/3011
Lumley | 1/6C, (Co IYI6CACHS)] | Cm1+Fp

CL 1/6C, (Co- 1M[6CLAC+5)] | C=lHp*F 2 W(1+G)
SMC 1/6C, (Co- 1/[6C(ACH5)] | C1+F BB (1-F%)Y200+1/3)
ss 1/6C, (C1V[6C(4C+5)] | C=1.7
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Fig.2 Comparison of predictions by the present pdf and the phenome-
nological models with LDA data for (a) u® (b) v° (¢) u?v

velocity moments by the present pdf model and by moment-
closure models reveal that the pdf model is more promising
than moment-closure models, since a better agreement has been
indicated in the former calculation for #® which usually has
been very much underpredicted by the latter models. From the
budget for «° it is seen that this discrepancy is to be expected
because the assumptions made in deriving these moment-clo-
sure models are violated across the jet flow. The disagreement
is not due to the inadequency of the quasi-Gaussian approxima-
tion for the quadruple moments or due to the neglect of advec-
tion. It is the modeling of the pressure correlations and the
dissipation term that are unsatisfactory. Therefore, more work
is required to further verify closure hypotheses concerning the

0.012 T

0.008

Gain

0.004

0.000

in Fig. 3. This figure indicates that the advection term is negligi-
ble but that away from the central region (0.5 < 7) the mean-
strain production term is just as large in magnitude as the turbu-
lent production term. In addition, the pressure and dissipation
terms also play important roles in this budget. Therefore, the
discrepancy for u* can be attributed to the neglect of the mean-
strain production, the rapid part of the pressure correlation and
the dissipation in the triple-moment equation. Figure 4 reveals
whether the quasi-Gaussian approximation is another source of
discrepancy or not. From this figure it can be seen that the

—0.004

Loss

approximation for the diffusion term is a good hypothesis.

5 Concluding Remarks

The computational results have clearly demonstrated the ap-
plicability of both the pdf turbulence model and the moment
method adopted in the computation of the axisymmetric free
jet flow. The comparisons between the computations of triple
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Fig. 3 Budget for the triple moment EE based on the triple-moment
equation (see Panchapakesan and Lumley, 1993). All terms have been
normalized by U%,/6.
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Fig. 4 Variation of the fourth moments across the jet and their_quasi-
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uw?

third moments that appear in the second-order moment equa-
tions.

APPENDIX

Here we list the related scalar functions appearing in the
model constants used by different third moment models shown
in Table 2. The scalar function £ used in the Lumley and SMC
models is

1 —7.77
8= T8 exp ———Rj,’z

172

e

X {R7—2 +80.1 In[1 + 62.4(— II + 2.3 111)]}

The function F appearing in Lumley, CL, and SMC models is
given by

F=1+270I+ 91
where

2 -
2k I = 1

Re = > =
ve 2

1
b,“b,‘j, i = g b,:;bjkbk,'.
For the CL model following set of functions were used
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g = 1exp[—9.29]
2 VLR

X {;% + 7;—7 — 111296 — 16.2(x + ])4]}

G=—x5+ 08"
_dmn'?
X= e
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A Generic Centerline Velocity
Decay Curve for Initially
Turbulent Axisymmetric Jets’

Recently the authors introduced a length scale which effectively collapsed the near
field centerline development of velocity and mass fraction for variable density axisym-
metric jets whose initial conditions correspond to those of fully developed turbulent
pipe flow. The new length scale incorporated the initial mass, momentum, and turbu-
lence intensity per unit area to capture the Reynolds number dependence of near
field development for the velocity and scalar distributions observed in low Reynolds
number turbulent jets. The present paper extends the analysis for a constant density
Jjet to the intermediate and self-similar far fields further downstream using a dynamic
length scale based on the local centerline turbulence intensity. The normalized mean
velocity distributions of an air jet collapse over the entire flow distance investigated
when the axial distance is normalized by the proposed length scale, thus scaling the
virtual origin shift and effectively incorporating the Reynolds number dependence.

George Papadopoulos?

William M. Pitts

Building and Fire Research Laboratory,
National Institute of Standards

and Technology,

Gaithershurg, MD 20899

1 Introduction

Axisymmetric turbulent jets are used in a variety of engi-
neering applications because of their ability to provide high
mixing rates in simple and safe configurations. To better control
such mixing processes accurate prediction of jet dynamics is
necessary, especially in the early stages of development where
important interacting processes, such as, combustion, recircula-
tion, and entrainment, are initiated.

There is a considerable volume of information on jets avail-
able in the literature (Harsha, 1971; Chen and Rodi, 1980;
Gouldin et al., 1986) and it is safe to say that a good understand-
ing exists on jet characteristics and development in the far-
field, or self-similar region. In this region of flow the mean and
fluctuating centerline distribution field of a constant density
axisymmetric jet issuing into a still ambient is described by the
following equations:

0,0y _ K,,(Z - za.u> ’

U(z, 0) re
M = constant (1)
U(z, 0)

K, is the centerline decay rate for the velocity distribution, U(z,
r). The streamwise distance, z, is measured from the jet exit
plane, but to achieve a generic set of equations the introduction
of a virtual origin, z,, is necessary. This latter term is a displace-
ment along the centerline of the jet representing a correction to
the actual origin that yields the location where an idealized
point jet-source, having the same mass, momentum and far-
field development as the actual jet, would be located. It can
thus be regarded as a means of incorporating the effects of
nonideal initial conditions and flow development.
The effective radius,

! Contribution of the National Institute of Standards and Technology and not
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introduced in a simpler form first by Thring and Newby (1953)
and used in this form by several researchers (Dahm and Dimo-
takis, 1987; Dowling and Dimotakis, 1990; Pitts, 1991a; Rich-
ards and Pitts, 1993) incorporates some initial conditions, such
as density ratio R, = p,/ p.. and velocity distribution nonunifor-
mity, through the mass and momentum fluxes at the jet exit
plane, ni, and J,, respectively. Dahm and Dimotakis (1990)
have shown, using dimensional analysis, that the effective ra-
dius as defined in Eq. (2) is the appropriate length scale to
nondimensionalize the axial coordinate of the jet fluid concen-
tration in the far-field. After a detailed study of variable density
jets, Richards and Pitts (1993) concluded that the final asymp-
totic state of all momentum-dominated axisymmetric jets de-
pends only on the rate of momentum addition when the stream-
wise distance is scaled appropriately with r.. They furthermore
showed, regardless of the initial conditions (fully developed
pipe and nozzle flow), axisymmetric turbulent free jets decay
at the same rate, spread at the same half-angle, and both the
mean and rms mass fraction values collapse in a form consistent
with full self-preservation., Nevertheless, the problem of the
virtual origin still remained, and represented an unknown pa-
rameter that needed to be determined specifically for each con-
figuration.

Investigations focusing on the variation of the virtual origin
have indicated qualitatively how various initial parameters, such
as Reynolds number, profile shape, turbulence intensity, and
density ratio, affect its location. Some attempts at quantifying
the trends observed, especially with respect to Reynolds num-
ber, have yielded empirical relations that are merely best fits to
specific experimental data (see discussion by Pitts, 1991b).
These correlations indicate a downstream displacement of z,
with increasing Re, reaching an asymptotic value at large Re.

In a recent investigative effort undertaken. by the authors
(Papadopoulos and Pitts, 1998) the controlling parameter re-
sponsible for the variation of centerline velocity and concentra-
tion decay characteristics in the near field of jets whose exit
characteristics correspond to those of fully developed turbulent
pipe flow was identified to be the initial turbulence intensity
per unit area. The initial turbulence intensity is a significant
source of excitation that feeds into the growing shear layer,
thus governing directly the growth of turbulence responsible
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for breaking up the jet potential core and for transitioning the
jet into a fully developed self-similar flow. Combining the initial
turbulence intensity per unit area with the definition of the
effective radius resulted in a new length scale that captured the
near field variation of velocity and scalar centerline decay with
Re, and thus collapsed the distributions for these types of turbu-
lent axisymmetric jets. However, the proposed axial scaling was
inappropriate when extended to the intermediate and far fields
of the jet.

In related work, Faeth and coworkers (Wu et al., 1992; Wu
and Faeth, 1993; Wu et al., 1995) investigated the breakup of
liquid jets flowing into gas surroundings. Similar to our findings,
the degree of jet breakup was shown to depend on the initial
turbulence level of the liquid jet. However, the physical pro-
cesses responsible for the breakup of liquid jets are very differ-
ent from that proposed for the variation of the initial develop-
ment rate of a gas jet with initial turbulence intensity level.

The present paper focuses on the centerline velocity field of
a constant density jet and extends the aforementioned work by
presenting a similar length scale that is more robust, in that
not only does it collapse the near-field centerline behavior for
variable Re cases, but also the intermediate and far fields as
well. Furthermore, it yields a generic centerline mean velocity
curve with a single value for the virtual origin. This unique
generic curve can be used to predict the velocity virtual origin
and centerline development for all axisymmetric jets having
fully developed turbulent pipe flow initial conditions.

2 Experimental Setup and Apparatus

Test Configuration. Measurements were performed in a
jet produced by a long straight pipe having a sharp-edged exit.
The diameter was 6.08 mm = 0.04 mm.”> The gas supply to the
pipe passed first into a cylindrical settling chamber (120 mm
long and 100 mm in diameter) and then through a series of
pipe fittings before entering the pipe. The fittings provided the
necessary initial artificial disturbance to guarantee fully devel-
oped turbulent conditions at the exit of the pipe, 103 diameters
downstream, for the flow rates considered in the investigation.

Air was the working fluid supplied from an in-house pressur-
ized distribution system. It was filtered to remove oil, moisture,
and particulates. A long supply line with several looped copper
sections ensured that the issuing gas was in temperature equilib-
rium with the ambient air. A 100 L./min mass flow controller,
accurate to *1 percent of full scale and with repeatability of

® Reported expanded uncertainties are at 95 percent confidence (20).

Nomenclature

+0.2 percent of full scale per manufacturer’s specifications, was
used to meter the gas. Calibration of the mass flow controller
was performed using an Optifiow 730 Digital Flowmeter.* The
uncertainty in the mass flow calibration was less than +1.5
percent. Ambient conditions, temperature and barometric pres-
sure, were recorded at the beginning and end of each complete
test (generally lasting 2 h to 3 h) for determining the average gas
properties. Overall, beginning-to-end ambient variations were
small, less than +0.5°C and *2 Pa. The resulting uncertainty
in the bulk flow velocity based on the mass flow controller
setting was *2 percent, which yielded an uncertainty in Re of
+2.2 percent.

Velocity Measurements. A single wire, hot-wire probe
was used to measure the velocity at the exit of the pipe and
along the centerline of the air jet. The probe was a 2.5-um-
diameter tungsten wire with a sensing length of 0.4 mm. It
was controlled by a TSI IFA100 anemometer, interfaced to a
Masscomp computer, which incorporated voltage gain and off-
set capabilities for optimizing the analog output for the voltage
range of the 12-bit analog-to-digital converter. Calibration of
the hot-wire was performed using a TSI Model 1125 calibrator
unit over a velocity range of 2 m/s to 60 m/s. The calibration
data was fitted to a general King’s law relation, E> = A +
BU", where E is the hot-wire voltage output, and A, B, n are
calibration constants. The absolute error in an individual veloc-
ity measurement was estimated to be no more than 4 percent.
The square wave frequency response of the hot-wire was ap-
proximately 25 kHz. Data sampling was performed at 500 Hz
and 10 kHz, 10,000 and 30,000 samples, respectively, with the
high sampling rate used to better evaluate velocity dynamics in
the near and intermediate fields (0 = z/r, = 21). The uncertain-
ties associated with determining the mean and rms values were
less than 0.2 percent of the initial centerline mean velocity at
the exit of the jet.

The pipe assembly was fixed horizontally on a lab bench
with the jet issuing into the laboratory. Fine meshed screens
placed at a standoff distance of about 0.3 m surrounded the
jet to limit the effects of cross-currents in the room. A two-
dimensional computer-controlled traverse was used to move the
hot-wire probe in relation to the jet. For measuring the exit
velocity distribution, the wire was centered longitudinally along

* Certain commercial equipment, instruments or materials are identified in this
paper in order to adequately specify the experimental procedure. Such identifica-
tion does not imply recommendation or endorsement by the National Institute of
Standards and Technology, nor does it imply that the materials or equipment are
necessarily the best available for the purpose.

A = jet cross-sectional area
Jo = initial momentum flux (= fA pU(O,
r)2dA)
K = centerline decay rate
Mo = initial mass flux (= fA pU(0,
rydA)
M, = initial volume flux for constant
density jet (= [, U(0, r)dA)
N, = initial momentum flux normalized
by density for constant density jet
(= J, U, r)?dA)
r, = initial jet radius
r, = contribution to r. due to mean ve-

locity profile at jet exit
r. = effective jet radius
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r* = length scale incorporating mass,
momentum and turbulence inten-
sity characteristics

R, = density ratio (=p,/p=)

Re = Reynolds number (=2r,U,p,/ u,)

t = time
Tu = turbulence intensity (=U"/T)
U = velocity
z = streamwise distance, measured
from jet exit and positive in bulk
flow direction

7, = virtual origin

n = normalized centerline turbulence
intensity

u = dynamic viscosity

p = density

T, = initial turbulence intensity per unit
area (=1/A [, Tu(0, r)dA)

Subseripts and Other Notation

o = an initial condition
0.5 = streamwise location where the
centerline velocity equals half of
the maximum jet velocity at the
exit

potential core end location

= velocity field

( )’ = denotes root mean squared (rms)
value

() = denotes time averaged mean

value

o = ambient (surroundings)
b = bulk (average)
| = local field

m = maximum

pc

U
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Fig. 1 Normalized effective radii due to the exit velocity distribution

dependence on Re

a jet diameter and traversed perpendicular to it with the wire’s
longitudinal axis normal to the travel and incoming flow direc-
tions. The streamwise location of this measurement was z =
0.5 mm. Centerline measurements were performed up to a loca-
tion of z = 270 mm. The error in initially positioning the probe
was less than +0.05 mm and +0.1 mm in the radial and stream-
wise directions, respectively. Subsequent positioning was done
at manufacturer’s specified accuracy of 1.6 ym and 3.2 um,
respectively.

3 Results

Mass, momentum, and turbulence intensity distributions at
the exit plane influence flow development in the near field of
the jet, the latter being a perturbation mechanism that feeds into
the growing shear layer. Initial mass and momentum distribu-
tions are already incorporated in the definition of the effective
radius, Eq. (2). Since the gas density is constant across the exit
of the jet, Eq. (2) may be written as

Mo

" ) <

rE = rl(; ru

where M, = [, U(0, r)dA and N, = [, U(0, r)*dA. The term
r, is the contribution to the effective radius of the mean velocity
profile at the exit. For a uniform (top-hat) profile r, = r,, while
for a parabolic profile r, = \/—3-r0/ 2. For a turbulent velocity
profile r, is determined by integrating the profile at the pipe
exit. Doing so for the present data, as well as for other data
found in the literature, gives the results shown in Fig. 1. The
horizontal lines in the figure show the expected values if the
typical power law profile is assumed,

U, r) (1 r)”"

0o, 0) 7o )

where « takes on values from 5 to 7 as Re increases within the
range of the experimental data shown (Schlichting, 1979). An
obvious difference of a few percent exists between the power
law profile and actual experimental measurements for Re <
10,000.

In the authors’ previous work (Papadopoulos and Pitts, 1998)
a new length scale was defined,

Rl/lM
P o
(TN,T,)'"?

r¥=rr;?=

(3)

which incorporated the jet’s initial mass, momentum, and turbu-
lence intensity, the latter through the turbulence intensity per
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unit area, 7,, shown in Fig. 2. Correcting for nonuniform veloc-
ity distribution effects had previously involved only the mean
characteristics. For turbulent flows, however, the inclusion of
fluctuating velocity effects in the definition of a scale was
clearly necessary to fully capture the effects of initial conditions
on flow development. If the velocity terms in the mass and
momentum flux terms of Eq. (3) are separated into mean and
fluctuating components, and subsequently time averaged, then
an additional term multiplying the mean momentum flux term
is apparent. This term is a function of the local turbulence
intensity, and although not exactly equivalent to 7,, it supports
the general form of Eq. (§). Normalization of the streamwise
distance by r ¥ was shown in this prior investigation to collapse
the near field centerline velocity and mass fraction decay curves
over a range of Re.

The effectiveness of r ¥ on the present measurements and on
those of others found in the literature is shown in Fig. 3 where
the mean centerline velocity distribution for several Re is
shown. However, since far field self-similarity requires that the
flow be dependent only on the total mass and momentum flux,
and not on any specific characteristics of the initial flow, the
normalization by r ¥ naturally fails to correlate the data when
extended to the far field region, as is evident in Fig. 4. Even
S0, it is an important contribution since it collapses the near
field distributions without the introduction of any empirical con-
stants.

To correct the aforementioned shortcoming of r ¥ it is clear
that a dynamic term replacing the constant 7, term is necessary.
The effectiveness of r* in the near field implies that this dy-
namic term be initially equal to 7,. On the other hand, far field
self-similarity requires that the effective radius be the proper
length scale for nondimensionalizing the axial coordinate. Thus,
in the far field the dynamic term needs to equal unity. These
two bounds may be satisfied by introducing a dynamic term of
the form 7,7* with n = f(7u) taking on values between one
and zero, thus incorporating the expected decreasing effect of
initial turbulence intensity on the growth of the shear layer as
the jet propagates downstream.

A function for n meeting the aforementioned criteria may be
defined in terms of the centerline turbulence intensity distribu-
tion, normalized to yield a value of one at the jet exit and zero
in the far field. The result is

_ Tu(, 0) — Tu(z, 0)
7= Tu(, 0) — Tu(0, 0) ’
where Tu(%, Q) is the centerline turbulence intensity measured
in the jet far field, which according to Eq. (1) is a constant

throughout the self-similar region. Figure 5 shows distributions
of n for several Re versus z/r }, where

(6)
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Fig. 2 Initial turbulence intensity per unit area as a function of Re
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rit=1;"%r, (7)
is the new dynamic length scale. Note that when n = 0 the
flow becomes self-similar according to Eq. (1). Figure 5 then
indicates that self-similarity is attained over shorter flow dis-
tances at lower Re, which agrees with earlier observations (Pitts,
1991b).
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and far fields of the air jet; axial distance normalized by r3
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‘Fig. 5 Normalized centerline turbulence intensity distribution

Recasting the data of Fig. 4 in terms of z/r} yields good
results (Fig. 6), implying that a generic curve for the centerline
velocity decay of initially turbulent axisymmetric jets can be
realized when the streamwise distance variable is normalized
using the newly proposed dynamic length scale. Such a generic
realization also implies that a single value for the virtual origin
exists for data normalized in this way. Its value is obtained by
linearly fitting the far field velocity data of Fig. 6 (z/r} = 60)
and extrapolating to (0, 0)/0U(z, 0) = 0, as indicated by the
dashed line. The result is z,/ri* = 6 £ 1.

Reverting back to absolute coordinates requires the use of
Figs. 1, 2, and 5. By using the proposed dynamic scaling a
generic centerline decay curve of the mean velocity is attained,
but the second moment (turbulence intensity distribution) still
exhibits Re dependence. Thus, it is necessary to construct empir-
ical functions for n(z/r #, 0) using the data in Fig. 5. A function
which fits the data well is

ML) = are ™" + ae ™t

with = z/rf and a, +a,=1 (8)

where a,,, by,, and ¢, are fit parameters that depend on Re.
The resulting curves for n(z/r #, 0) are shown in Fig. 7. Figure
8 shows the variation of the constants with Re, in the range
investigated. Note that only a, is shown in the figure since a,
= 1 — a, by the constraint indicated in Eq. (8). Performing
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Fig. 6 Inverse decay of mean centerline velocity in near, intermediate
and far fields of the air jet; axial distance normalized by the new dynamic
length scale
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the necessary calculation for the virtual origin yields the abso-
lute value of the origin, z,/r,, for each Reynolds number investi-
gated in the present work, as seen in Fig. 9. Included in the
figure are potential core measurements, z,./7,, reported by Lee
et al. (1996) and Harsha (1971), as well as the length to U(z,
0)/0(0, 0) = 0.5, zo5/7,, reported by Ebrahimi (1976). These
lengths are compared to similar lengths extracted from the ge-
neric curve. The agreement is good. It should be noted that the
numbers reported by Harsha (1971) and Ebrahimi (1976) are
for jets whose initial conditions are unclear and most likely
(from their discussion) do not correspond to the type of jets
reported here. Even so, the trend of the present data compares
well, supporting the conclusions of the present investigation
that the mean centerline velocity decay distribution for initially
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Fig. 9 Virtual origins, z,, calculated using the generic velocity curve are
shown as a function of Reynolds number in the upper panel. Calculated
distances to the end of the potentiai core, z,., (upper panel} and the
distance required for the centerline velocity to drop to half of its initial
value, z,5, (lower panel) are also included and compared with appro-
priate literature measurements.

turbulent axisymmetric jets may be dynamically scaled to attain
Reynolds number independence using r #.

4 Conclusions

Centerline velocity data were presented for a constant density
axisymmetric jet having a nonuniform initial velocity distribu-
tion that was fully turbulent. The several Reynolds numbers
investigated showed distinctly the effect of Re on the develop-
ment of the jet, specifically the downstream shift of the virtual
origin with increasing Re. This shift of the centerline velocity
decay curves was attributed to the initial turbulence intensity
distribution, which may be thought of as a natural source of
random excitation that disrupts vortex formation and pairing
processes responsible for elevated momentum mixing under
initial laminar conditions, and hence directly governs the
changes in the growth of turbulence within the shear layer of
the jet (Papadopoulos and Pitts, 1998). The relative magnitude
of the initial turbulence intensity may be used to scale the
changes in the growth of the shear layer and by forming an
appropriate length scale render Re independence to the center-
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line velocity decay distribution when the axial distance is nor-
malized by this length scale. This was achieved in the near field
by introducing a new length scale, r ¥, that incorporated the
initial mass, momentum and turbulence intensity distributions.

The effectiveness of r* was, however, limited to the near
field of the jet where the influence of initial conditions is great-
est. As the jet develops, the effects of initial conditions rapidly
diminish. In the self-similar region of the jet development be-
comes independent of initial conditions, and only the initial
mass and momentum fluxes are important. Hence, to extend the
near field scaling over the entire jet development region, this
diminishing effect of initial conditions (turbulence intensity)
was incorporated into the previously proposed near field length
scale by using the local normalized centerline turbulence inten-
sity field. The result was a dynamic length scale that effectively
captured the virtual origin shift and collapsed the centerline
mean velocity distribution curves for initially turbulent axisym-
metric jets. From the generic curve a single value for the virtual
origin location was obtained, this being z,/rf = 6 *= 1.

The introduction of a local scale to capture the Reynolds
number effect is similar to the approach of Sautet and Stepowski
(1995 and 1996) who proposed replacing the ambient density
with a local average density to better capture the effects of
variable density on the near field decay of mass fraction in
variable density jets. Although the present scaling has been
shown to work for the velocity distribution of constant density
jets, it should be feasible to extend it to the velocity and scalar
distributions of variable density jets. Furthermore, by utilizing
the idea of a local average density it may be possible to represent
the mean dynamic and scalar centerline distributions of constant
and variable density initially turbulent jets by a single generic
curve. These last two points are presently being investigated.
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1 Introduction

In the study of liquid jets impinging onto horizontal surfaces,
most investigators focused their attention on high Reynolds
number jets due to many applications such as, ice removal
(Lipsett and Gilpin, 1978) and jet cooling (Vader et al., 1992).
In a number of other processes, such as impingement of molten
stream on a spinning disk (Chen et al., 1992), or coating of
layers on moving sheets or tubes (Kuiken, 1987), ice making
refrigerators (ASHRAE— Refrigeration Handbook, 1990),
and jet impingement solidification (Moallemi and Naraghi,
1994), surface tension and gravity forces become a significant
factor on the characterization of the impingement liquid column
and the flow of liquid film over the disk surface. Previous fluid
flow studies of liquid jet impingement onto a horizontal disk
have been performed over the range of parameters that are not
relevant to the above applications (i.e., high pipe/jet Reynolds
number). Moreover, the previous investigations have been
mainly focused on the phenomena occurring inside of the hy-
draulic jump region.

When a column of liquid is impinged vertically onto a hori-
zontal disk, it spreads out in a thin liquid film and passes through
a hydraulic jump that imposes an abrupt increase in the film
thickness. Outside of the hydraulic jump, liquid film thickness
is greater than that of inside of the hydraulic jump. The radial
flow of the liquid film over the disk is influenced by the tube
flow and falling liquid column. Reynolds number and length to
diameter ratio of the tube are two parameters which determine
the flow regime and the development of the velocity profile.
When a column of liquid is discharged from a tube, the radius
of the liquid column is reduced due to gravity acceleration and
surface tension forces. Tapering effect of liquid column is more
pronounced at the exit of the tube. Cullen and Davidson (1957)
included a surface tension term into the Bernoulli equation in
order to account for capillary forces. A number of researchers
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The impingement point radius r; is taken as a characteristic length of the film flow,
and correlations are obtained for radius of hydraulic jump in terms of various
dimensionless parameters.

have conducted experimental and analytical investigations to
evaluate the shape of liquid jet. Among them, Duda and Vrentas
(1967) used ‘‘Protean’’ type coordinate system, for which one
of the coordinate surface is a stream surface. They used a bound-
ary-layer solution to predict the velocity distribution and the
shape of the jet after taking into account the gravitational and
surface forces. Lienhard (1968) also developed an approximate
boundary layer type solution to predict the velocity profiles and
radius of free jets under the influence of both gravity and surface
tension. Experimental results of Lienhard (1968) also confirmed
the approximate solution of jet radius r(z) when We, > 100.
Gonzalez-Mendizabal et al. (1986) conducted experiments on
laminar jets of Newtonian liquids issued from long tubes for
Reynolds numbers ranging from 300 to 1000. In their experi-
ments jet radii were measured with a photographical method and
velocity distribution by laser-doppler anemometry. A Bernoulli
based model provided close agreement with measured radius
of liquid column by Gonzalez-Mendizabal et al. (1986).
Watson (1964) investigated flow behavior inside of the hy-
draulic jump in which a liquid jet is impinged onto a horizontal
surface. In his work, the characteristic length for the Reynolds
number was radius of jet at the impingement point. The spréad
of liquid film over the surface was divided into several regions.
Similarity and approximate solutions were developed for these
flow regimes. Watson’s solutions were developed based on the
assumption that surface tension influence is minimum, Reynolds
number is high, and the hydraulic jump width is negligible. An
expression was developed for the position of hydraulic jump
based on the impingement point Reynolds number Re; = Q/
r;v, and liquid film thickness outside of the hydraulic jump.
After the pioneering work of Watson (1964 ), a few other ana-
lytical studies of jet impingement on a flat surface were re-
ported. Bouhadef (1978) considered thin film flow both up-
stream and downstream of the hydraulic jump, and used an
approximate integral method, including the effect of gravita-
tional force, to evaluate film thickness variation along the disk.
He developed a differential equation to estimate liquid film
thickness variations along the plate based on a parabolic velocity
profile. In his formulation the hydraulic jump occurred at a
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critical film Froude number Fr, = u?/gé, where d&/dr ap-
proaches to infinity. Thomas et al. (1990) used a numerical
approach to study one-dimensional characteristics of thin liquid
film flow including the hydraulic jump and rotation. They mod-
eled the flow based on the film Froude number from supercriti-
cal (Frs > Fr,) to subcritical (Frs < Fr,) regimes.

Many researchers performed experiments on the liquid jet
impingement problem. Among them, Ishigai et al. (1977) char-
acterized changes in hydraulic jump radius based on the incom-
ing film Froude number with a weir at the edge of a disk. They
used a short pipe with length to diameter ratio of 3 to provide
a uniform velocity profile at a 30 degree nozzle angle, and
reported that vena-contracta occurred (i.e., air was sucked into
the pipe). They also compared film thickness for length to
diameter ratios of 50 and 3 and reported an increase in the film
thickness for a length to diameter ratio of 50. Nakoryakov et
al. (1977) used an electrodiffusion method to measure wall
shear stresses, flow reversal and recirculation in the vicinity of
hydraulic jump. Their results show that the wall shear stress
becomes negative at the hydraulic jump region. Azuma and
Hoshino (1984a, 1984b, 1984c, 1984d) investigated velocity
distribution, film thickness, boundary layer transition, and insta-
bility of the film. They used a nozzle that was impinging verti-
cally from either the top or bottom of the plate. Their definition
of Reynolds number is based on an equivalent length vCDH,
Re = Q/VCDHv, where D is the nozzle diameter, H is the
opening distance, and v is the kinematic viscosity. Discharge
coefficient C is evaluated for different nozzle diameter and
nozzle spacing.

Craik et al. (1981) conducted experimental work with a low
jet Reynolds number, and measured liquid thickness before and
after the hydraulic jump via a light absorption technique. They
also increased the liquid thickness after the hydraulic jump by
using a weir. They demonstrated that as the outer depth of the
liquid increases with time, the hydraulic jump radius decreases,
and eventually the hydraulic jump become unstable. For a large
weir height, the jump radius r, continues to decrease with vio-
lent oscillation, and eventually, closes the jet at the impingement
region. They used an absorbent paper to facilitate radial flow
of liquid film. Stevens and Webb (1991) conducted measure-
ments of hydraulic jump radius for various high Reynolds num-
bers and pipe diameters. They have shown that for a fixed
Reynolds number, #,/d decreases as the nozzle becomes larger.

Nomenclature

Stevens and Webb (1992) have also used laser doppler velo-
cimetry technique to measure free surface velocity, but were
not able to scale the data except for a small range of Reynolds
numbers. Liu and Lienhard (1993 ) performed experiments us-
ing an orifice for delivering liquid jet when the orifice Reynolds
numbers are greater than 4 X 10*. They used obstruction (weir)
downstream of flow, and observed unsteady hydraulic jump
with single or double roller. They explained that the dimen-
sionless jet radius is a function of jet Reynolds number, jet
Froude number, jet Weber number, and the dimensionless depth
and radius of downstream depth of liquid film.

The intent of this research is to study effects of various jet
parameters on the hydraulic jump radius. This is done by both
experimental and analytical methods. The experimental efforts
focus is on the falling liquid column and its radial spreading
after impinging on the disk. The predictions of the analytical
models are also presented along with the experimental results.
Most of the previous studies of liquid jet impingement were
conducted on high inertia liquid jets where surface tension and
gravitational influences on liquid column were negligible. This
study investigates hydraulic jump location based on variations
of three independent parameters, volume flow rate Q, tube di-
ameter d, and plate to tube spacing H. Effects of tube Reynolds
number Re,, tube Froude number Fr,, tube Weber number We,,,
and dimensionless tube to disk spacing H/d are elaborated on
hydraulic jump radii. Influence of downstream of hydraulic
jump is minimized by using a cotton gauze around the edge of
the disk, see also Craick et al. (1997). All tests are performed
on three different tube diameters with pipe Reynolds numbers
less than 2200, and the dimensionless tube to plate spacing H/
d as low as 0.25. Surface tension and gravitational effects on
the hydraulic jump radius are included in the present model.
Radii of the liquid column at different locations as well as the
impingement point are evaluated.

2 Experimental Investigation

The experiments are carried out using a closed-loop water
jet system. Deionized water is pumped from a cylindrical reser-
voir of 2.7 liters volume. The reservoir is connected via a rota-
meter flowmeter to a long copper tube (12 mm ID, and 12 cm
long) to which different sizes of glass tubes can be connected.
These glass tubes have length to diameter ratio of 60 to 160 to

a = radius of tube, m
Bo = Bond number = We,/Fr,
= pgd*/o
¢, = constant in Eq. (10)
¢, = constant in Eq. (10)
'C == discharge coefficient
d = tube diameter, m
D = nozzle diameter, m
Fr, = tube Froude number = 7°/gd
Frs = local film Froude number = i#%/g6
g = gravitational acceleration, m/s”
H = pipe to plate spacing, m
p = pressure, Pa
Q = volume flow rate, m*/s
r = radial coordinate/radius of jet, m
r, = radial position of hydraulic jump,
m
r; = radius of column at the impinge-
ment point, m
R = dimensionless radial position =
rlr;

Journal of Fluids Engineering

Re; = impingement point Reynolds
number = Q/vr;
Re, = pipe Reynolds number = 4Q/

wdy
Re; = local film Reynolds number
= udlv
t = time, s

u,, u, = velocity components, m/s
if = mean radial velocity or mean
column velocity, m/s
i, = mean radial velocity at pipe exit
= Q/ma®, m/s
We, = tube Weber number = pdiz?/o
We; = local liquid film Weber number
= pba‘lo
z = coordinate normal to the surface,
m
6 = thickness of liquid film, m
A = dimensionless thickness of liquid
film = é/r;
{ = dimensionless parameter in Eq.
(13) = z/(d Rey)

6, = thickness of liquid film behind of
the hydraulic jump, m

n = dimensionless coordinate for liquid
film = z/6

v = kinematic viscosity, m?*/s

p = density, kg/m’

o = surface tension, N/m

Subscripts
¢ = critical
d = down

e = pipe exit
h = hydraulic jump
i = impingement point

Jo=Jet
{ = liquid film
s = surface
o0 = outer

out = disk edge
u = up
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Fig. 1 Schematic of the physical problem and coordinates (disk diame-
ter, 30.5 cm)
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ensure a fully developed laminar flow at the exit (tube Reynolds
number less than 2200). Turbulent and undeveloped exit flow
conditions are not examined. Tube diameters used are 3.95 mm,
4.85 mm, and 7.75 mm. The jet is impinging to the center of
a 30.5 cm copper disk. A ribbon of cotton gauze is wrapped
flush around the disk to reduce surface tension on the edge of
the disk and facilitate radial spread of the liquid film with a
smooth and stable hydraulic jump.

All reported uncertainties represent the observation in a sin-
gle-sample experiment. In the graphical presentations of the
raw and processed data, the uncertainties are shown with error
bars, unless they are smaller than the symbol. The jet flow rate
is measured using a rotameter that is calibrated with an accuracy
of =7 percent. The diameter of the jet at the impingement point,
the liquid film profile over the surface is measured using a
needle that is attached to an x-y traversing system fixed to the
enclosure cubical box which has a resolution and repeatability
of 0.01 mm in either direction. The needle is connected to an
ohm-meter that indicates any contact of the needle with water,
and the disk surface. All experiments are conducted at room
temperature, and steady-state conditions. These tests are carried
out with variation of tube to plate spacing, flow rate, and diame-
ter of tube. Jet radius at the impingement point and hydranlic
Jjump diameter are measured with the traversing system or re-
corded with camera.

3 Analysis

A schematic drawing of the physical problem considered is
shown in Fig. 1. A liquid jet issues downward from a vertical
pipe that is positioned at a fixed distance H from a horizontal
disk. To simplify the modeling of flow of the liquid film over
the disk, the following assumptions are made: the liquid is
incompressible and Newtonian, flow is laminar and two-dimen-
sional, viscous dissipation is negligible, the film flow is steady,
the boundary layer assumptions are taken to be valid, and sur-
face tension effects are negligible. After applying these assump-
tions, the governing equations of the problem, the conservation
equations for mass, and momentum take the following forms:

ou, 10(ru,)
— 4 -—=0 1
0z r Or (D
Ou, Ou, —10p 0%u,
r - Z - = e 2
Yo T 8z p Or e )
op
- + =0, 3
5, T P8 (3)

where 6(r) is the local thicknesses of the liquid film, 0 < 7 =<
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4(r). Equations (1) —(3) are used in two regions, inside of the
jump r; = r = r, and outside of the jump r, = r = r,, where
ry is the hydraulic jump radius, and r, the disk radius. The
boundary conditions at the surface of disk is:

u, =u, =0, 4)
and at the free surface, z = §(r), is:
ou,
— =0, = Pa. 5
2 pP=p (5)

Note that the effect of surface tension is neglected. Equation
(2) is integrated to yield the following equation

5
1d f ruldz =-g6d—6~1/%
rdr dr

0 6Z 2=0
The velocity profile in Eq. (6) is approximated by polynomials
in terms of n = z/6. The consideration is given to the inside of
the hydraulic jump where the velocity boundary conditions of
Egs. (4) and (5) are satisfied along with an additional velocity
condition at the free surface, specifically,

(6)

8%u
r — , 7
The boundary conditions are satisfied by a third order velocity
profile,
2
%=4%1—n+1)- (8)
i 3

Equation (8) is used inside of the hydraulic jump r; = r = ry,
and by substituting in Eq. (6) and integration will results in

1d dé i
Cy ;d—r(r(SLTZ) = *gézd—; -~ Czllg,
where ¢, = 6/5 and ¢, = 3 for the quadratic velocity profile,
and ¢, = 8/7 and ¢, = 4 for the cubic velocity profile, and 7
is the mean radial velocity. By simplifying Eq. (9) results in

1gd |(\do_6_awv
dr

¢ i ro ¢ ié

€

(10)

The radial variation of the liquid film thickness & is evaluated
by numerical integration of Eq. (10).

In order to integrate Eq. (10) the liquid film thickness §; at
the impingement point should be known, §; is obtained by solv-
ing liquid column continuity and Bernoulli equations, with the
assumptions that there is no interaction between liquid column
and surface of the disk at the impingement region. Liquid col-
umn continuity and Bernoulli equations have the following
form:

ar? = ia’ (1)
o il o
LA TN A 12
2t 8= P (12)

where i, is the average velocity of liquid at tube exit, and a is
tube radius. Combining Eqs. (11) and (12) results in a dimen-
sionless equation to predict radius of liquid column variations
along its fall and is given by

a’ 4 a z 1
——-1}+—[—~-1}==~— =Re,/Fr,t,
<r4 ) We, (r ) a Fr, P

(13)

where { is the dimensionless parameter defined by { = z/(a
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Fig. 2 Photographs of hydraulic jump for d = 7.75 mm, H/d = 3.8 and
(@) Rey = 390 and (b) Rey = 2150

Re,), Duda and Vrentas (1967). At the impingement point r
= r; the film thickness §; is obtained by solving the Bernoulli
equation for the inviscid falling column by Eq. (13), con-
strained by the conservation of mass, and inviscid flow at im-
pingement region, i.e., at r = r; and 6 = §;:

(14)

Equation (10) indicates the existence of a singularity (dé/dr —
) at a radial position at which

— — - _ 2 C o
Gl,=&l,=%, and Q = 7rig = 27r,6,7;.

(15)

where Fr. is the critical Froude number. This singularity occurs
at the hydraulic jump radius. Numerical integration of Eq. (10)
is carried on up to the radial position where the critical Froude
number (Fr, = 0.875 for the cubic profile, and Fr, = 0.833
for quadratic profile) is reached. A comparison between the
predictions of the hydraulic jump positions using the two veloc-
ity profiles and the experimental results was performed by Nara-
ghi (1994). The third order velocity profile is employed for
inside of the hydraulic jump. Then, the dimensionless forms of
Eq. (10) takes the following form
3.5

7 1 %_A
8 Fry dR R Re;

rn<r<ur, (16)

where Fr; = 72/g6, Rey; = wd/v, A = 6/r;, and R = r/r,.

4 Results

When a vertical column of liquid strikes a horizontal disk, it
spreads out in a thin fast-moving liquid film before experiencing
a rather rapid increase in film thickness and reduction of mean
speed at certain radial distance. Illustrative examples of this
phenomenon are shown in Figs. (2a) and (2b) for H/d = 3.8,
and Re, = 390 and 2150, respectively.

Journal of Fluids Engineering

The hydraulic jump divides the flow into two regions,
namely, before and after hydraulic jump regions. The hydraulic
Jjump characteristics (i.e., radial position, width and shape, sta-
bility, and motion) as well as the flow behavior in two regions
are functions of the three independent parameters flow rate Q,
jet or tube diameter d, and tube to plate spacing H. They are
also influenced by external conditions including outer region
boundary condition, gas flow condition above the liquid film,
and the exit/discharge conditions of the jet/pipe (Stevens and
Webb, 1991). Tube Reynolds number Re,, tube Froude number
Fr,, tube Weber number We,, and dimensionless tube to disk
spacing H/d are dimensionless parameters which influence hy-
draulic jump radius. In this study, influences of only a few of
these parameters and conditions are examined, and the rest are
kept constant. Specifically, the effect of gas flow over the
spreading liquid film is not considered and the jet is consistently
discharged into the atmospheric air enclosed by the plexiglass
cubical box. The effect of disk diameter on hydraulic jump
radius was minimum for the considered cases. The same results
for the hydraulic jump radius were obtained by using the disk
diameters of 25 cm and 42 cm. By changing the disk size the
outer depth of hydraulic jump still was shallow. As was men-
tioned earlier, no weir is used and a cotton gauze is wrapped
around the disk to reduce the surface tension at the edge of the
disk and to facilitate the liquid film spread. The jet discharges
from flat-ended long pipes and pipe flow are kept laminar.

The flow parameters Q, d, and H are changed and dependent
parameters such as jet impingement point radius, and hydraulic
jump radius are measured. This work focuses on the identifica-
tion of ranges of the parameters for which the falling column,
the hydraulic jump, and the film flow in the inner and outer
regions do not exhibit any sign of instability, unsteadiness and/
or turbulence.

From the results presented by Naraghi (1994) and Gonzalez-
Mendizabal et al. (1986) it may be concluded that for a large
enough jet to disk spacing, the radius of the falling column (and
impingement point radius) becomes independent of H/d, and
thus, 7, is in fact a characteristic length of the spreading film
flow. However, it may be argued that the effect of the presence
of the disk on the variation of jet radius is not accounted for in
the analytical and experimental results of variation of column
radius. To address this issue, experiments were conducted in
which, jet flow rate and its distance from the disk were altered
to measure the impingement point radius. The experimental
results are shown in Fig. 3. These results show that for a given
Re, there is an H/d beyond which the r;/d does not change
significantly, and cylindrical shape of liquid column is not al-
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Fig. 3 Variation of jet radius at impingement point r; with the jet to plate
spacing for d = 4.85 mm
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Fig. 4 Photograph of stationary node for d = 3.95 mm, and Re, = 545
and H/d = 2.3

tered. Figure 3 also reveals that the impingement point radius
for a given H/d and Re, is equal to the jet radius. This finding
implies that the effects of jet impingement on the surface are
not transmitted upstream to influence the thinning of the jet
column for H/d < 10. As pipe to plate spacing decreases, liquid
column deforms and stationary nodes appear. Formation of sta-
tionary nodes on the liquid column, however, does not effect
steady film spread over the disk, and the hydraulic jump remains
stationary (Naraghi, 1994). An example of this phenomenon is
shown in Fig. 4 for Re, = 545, H/d = 2.3, and d = 3.95 mm.

Figure 5(a) presents the predictions of analytical model for d
= 7.75 mm tube and H/d = 10. This figure shows the details
of the variations of liquid film thicknesses from the point of
impingement and up to the hydraulic jump position for different
values of pipe Reynolds numbers, It also shows that the film
thickness decreases from the impingement point up to a minimum
value, followed by a gradual increase until the hydraulic jump
radius is reached. The theoretical predictions of the radial varia-
tions of film thickness for d = 7.75 mm, Re, = 1000 and five
different H/d values are shown in Fig. 5(b). The figure shows
that twenty times increase in H/d (from 5 to 100) will result in
less than 50 percent change in the film thickness, and less than
10% change in the hydraulic jump position (the end point of each
curve). Four independent dimensionless parameters control the
liquid column radius, the film thickness variations along the sur-
face of plate, and hydraulic jump radius. These parameters are:
H/d, Re,;, We,, and Fr,. This dependence of liquid column radius
on the above parameters can also be seen from Eq. (13). Figure
5(c) shows the effect of tube diameters for Re, = 800 and H/d
= 10 on the thickness of liquid film. Dimensionless liquid film
thickness variation along the plate is higher for smaller tube diam-
eters than those of larger tube diameters.

Finally, consideration is given to the hydraulic Jump radius
measurements. The position of the hydraulic jump is measured
for three different pipe diameters, and over a wide range of H/
d and Re,. The resulting dimensionless hydraulic jump radii
are presented in Fig. 6 for d = 4.85 mm. The predictions of
the analytical model, calculated by employing a third order
velocity profile, are also shown in this figure. The figure indi-
cates that the hydraulic jump radius increases with the pipe
Reynolds number, as well as the pipe to plate spacing. The
agreement between the measurements and predictions is im-
proved as H/d and Re, are increased. This is attributed to reduc-
tion in the surface tension effects (at the pipe discharge) and
its interaction with the plate surface that is not accounted for
in the model. Surface tension forces on pipe discharge and at
impingement point even alter the cylindrical shape of liquid
column in the form of stationary nodes for H/d’s less than 6.

90 / Vol. 121, MARCH 1999

A close examination of Fig. 6 reveals a dependency of hydraulic
Jjump radius on the Bond number, Bo = We,/Fr, = pgd*/o
(i.e., diameter of tube). Diameter dependency of hydraulic jump
radius also was observed by Stevens and Webb (1992). Figure
7 presents the result where Bond number is used with r,/d and
H/d’s 0.5, 2, and 25. By using the Bond number and H/d to
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Fig. 5 Variation of dimensionless liquid film thickness over the disk for
Fig. 5(a) influence of Rey at H/d = 10 and d = 7.75 mm, and
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Fig. 5(b) influence of H/d at Re, = 1000 and d = 7.75 mm, and
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Fig. 5{c) influence of d at Re; = 800 and H/d = 10.
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Fig.6 Variation of hydraulic jump radius with the pipe Reynolds number
for d = 4.85 mm

scale dimensionless hydraulic jump the data for all three tube
diameters fall into one line. Considering these results a correla-
tion is found for all of the measured data points which is as
follows,

r 0.409
I = 0.00843( = Reg’ Bo ! (18)
d d

where is ¢; = 0.8162(H/d) %", and
400 = Re, < 2200,

0.24 = We, = 12,

IA

0.028 = Fr; = 5.5,

2.1 = Bo = 8.1.
The hydraulic jump location is also correlated with impinge-

ment point Reynolds number for H/d > 10 in Fig. 8 using a
least square curve fit to result:
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Fig.7 Variation of dimensionless hydraulic jump radius by Bond number
with pipe Reynolds number
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Fig. 8 Hydraulic jump radius variations in terms of jet Reynolds number
at impingement point Re, for three tube diameters
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v

5§ Conclusions

Hydraulic jump radius variation through a circular jet is stud-
ied experimentally and analytically. The film flow of the liquid
is generated by issuing a water jet from a vertical pipe, and
impinging upon the disk. Experiments are performed over a
range of pipe Reynolds number for which the pipe flow is
laminar.

The laminar impinging jet produced a smooth circular hy-
draulic jump, at which the liquid film experiences a rapid in-
crease in thickness. A parametric study of the hydraulic jump
variation with the dimensionless parameters of the problem (i.e.,
Re,, and H/d) is performed. Comparison between liquid col-
umn radius and impingement point radius »; showed that radius
of jet at impingement point will eventually reach almost a con-
stant value for H/d > 10. This implies that the effects of jet
impingement on the surface are not transmitted upstream to
influence the liquid column. It is also found that surface tension
forces at pipe discharge and at impingement point influence the
hydraulic jump position for H/d < 10 and Re, < 1000, while
for higher ranges of H/d a slight variation of hydraulic jump
position with H/d is recorded. In the range where the effects
of surface tension forces are minimum, radius of hydraulic jump
is correlated with Re;. An analytical model is developed to
predict the position of hydraulic jump. The predictions of this
model are in good agreement with the experimental results in
the range of parameters for which interaction between liquid
column and disk, and effect of surface tension forces is mini-
mum. Interactions between falling liquid column with the hori-
zontal disk in the form of stationary nodes are reported when
Hld < 6.
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Transient Turbulent Gaseous
Fuel Jets for Diesel Engines

Existing data on transient turbulent jet injection into large chambers demonstrates
self-similar behavior under a wide range of conditions including compressibility,
thermal and species diffusion, and nozzle under expansion. The jet penetration dis-
tance well downstream of the virtual origin is proportional to the square root of the
time and the fourth root of the ratio of nozzle exit momentum flow rate to chamber
density. The constant of proportionality has been evaluated by invoking the concept
of Turner that the flow can be modeled as a steady jet headed by a spherical vortex.
Using incompressible transient jet observations to determine the asymptotically con-
stant ratio of maximum jet width to penetration distance, and the steady jet entrain-
ment results of Ricou and Spalding, it is shown that the penetration constant is 3 *+
0.1. This value is shown to hold for compressible flows also, with substantial thermal
and species diffusion, and even with transient jets from highly under-expanded noz-
zles. Observations of transient jet injection have been made in a chamber in which,
as in diesel engine chambers with gaseous fuel injection, the jet is directed at a small
angle to one wall of the chamber. In these tests, with under-expanded nozzles it was
Sfound that at high nozzle pressure ratios, depending on the jet injection angle, the
jet penetration can be consistent with a penetration constant of 3. At low pressure
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ratios the presence of the wall noticeably retards the penetration of the jet.

Introduction

The injection of natural gas into the cylinder of a diesel

engine is an important practical example of transient turbulent
jet behavior. For the injected gas to penetrate the engine cylinder
in 1-2 ms after the beginning of injection, high injection pres-
sure is required. The injection duration is much larger than the
valve opening time, and of the same order as the penetration
time. Usually the nozzle flow is choked and under-expanded.
A typical Reynolds number, for nozzle diameter of about 0.5
mm and sonic exit plane velocity, is 500,000 so that the jet is
fully turbulent.
" Three-dimensional numerical simulation that resolves both
the far-field and the near-nozzle velocity profile associated with
gas injection into an engine cylinder requires a mesh that can
accommodate flow scales differing by a large factor. With, for
example, 10 cells within a nozzle of 0.5 mm diameter and a
cylinder diameter of 120 mm the factor is 2500. Without the
use of a multi-grid method or a fast supercomputer such a mesh
could require excessive computing times. There is therefore
much practical interest in determining the extent to which the
simplifying consideration of self-similarity can be applied even
with a highly under-expanded transient jet. Though jet develop-
ment far from the nozzle is strongly affected by the walls of a
typical diesel chamber, self similarity in the near-nozzle region
could be used to characterize equivalent starting conditions for
a full numerical simulation.

The purposes of the work described in this paper were to
determine the conditions under which transient turbulent jets
are self-similar, to quantify the appropriate similarity parameter,
and to test the assumption of self-similarity even with under
expansion and with jet injection near a bounding wall. The
underlying question is how much of the detail of the early jet
history must be specified to obtain a good description of the
downstream transient flow field. The work shows that scaling
based on nozzle exit momentum flux and chamber density ap-
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plies over a wide range of density gradient, compressibility and
under expansion.

Much is known about the earliest stage of the impulsively
started incompressible jet. Garside (1943) has captured in
schlieren photos the beginning of an impulsively started round
jet injected into a stationary fluid of the same density (see also
Batchelor (1967) and List (1982). Before the jet has moved
one diameter into the fluid a head vortex appears, followed
initially by symmetrical wave-like disturbances in the transition
toward turbulence. Rizk (1958) and Lahbabi et al. (1993) have
provided informative flow visualizations of the subsequent tran-
sient turbulent jet behavior.

Turner (1959) proposed (for buoyant plumes) that the tran-
sient turbulent jet could be considered to be comprised of two
simple parts—a quasi-steady-state jet region headed by a travel-
ing vortex. Turner pictured the head vortex as being spherical,
as having modest rotational momentum, and as subject to vis-
cous and inertial retarding forces but not as entraining ambient
fluid to any significant extent. The vortex ball is continuously
supplied with mass and momentum by the jet which displays
steady-state behavior within its region as long as the nozzle exit
flow is steady. These ideas and associated force estimates have
been used successfully in estimating the development of tran-
sient jets. Abramovich and Solan (1973) applied this concept
to calculate the penetration rate of non-buoyant transient lami-
nar jets and Witze (1980) extended the application to turbulent
jets, both using momentum integral methods coupled with
steady-state jet growth rate information. Ouellette and Hill
(1992) applied the integral method to a turbulent conical jet
sheet. However, if the self-similarity assumption is invoked
directly, the penetration rate can be found without the need to
account explicitly for the relevant forces.

In what follows the similarity parameter for unbounded tran-
sient jet injection is developed and tested with respect to incom-
pressible transient jets entering large chambers. Then compress-
ibility and under-expansion effects are considered by examining
the relationship between steady and unsteady self-similarity of
jets. Next a description is provided of new measurements of
transient jet penetration close to a bounding wall. The self-
similarity model is then tested with respect to high-speed under-
expanded jet propagation near to, or far from, a bounding wall.
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Fig. 1 Approach to self-preserving configuration of Rizk’s transient jet; D is maximum
width of jet at a given time; Z, is the penetration {(maximum axial length)

Self-Similarity of Transient Turbulent Jets

In this section, chamber wall effects are ignored and we first
present the case of incompressible jet transients, for which flow
visualizations are available in the literature. Then the reasons
why the result can be extended to compressible under-expanded
jets are discussed.

(i) Incompressible Transient Jets. The photographic re-
cords of Rizk (1958) (inset in Fig. 1) can be used to demon-
strate the approach of transient turbulent jets toward self-simi-
larity. Rizk impulsively injected dyed water into a large water
chamber. Shown are the jet configurations at equal time inter-
vals after injection. The sloping straight line on the graph indi-
cates hypothetical jet penetration in the absence of inertial and
viscous forces. Notable in each of the transient records is the
appearance of the head vortex which, dark in its later stages,
appears to have suffered little entrainment, and appears almost
on the verge of pinching itself off from the preceding flow
region. This upstream region meanwhile is close to assuming
the character of the steady state jet. Figure 1 shows measure-
ments taken from this photographic record of the maximum
width D of the jet plume and its maximum axial length Z, at
each of the times shown. The transient jet apparently approaches
a self-similar configuration with an asymptotic D/Z, ratio of
0.25 + 0.05. (The significance of the uncertainty estimate will
be demonstrated below.) The transition length appears to be
10-15 nozzle diameters, much the same as the transition length
for approach to self-similarity for steady-state jets data (as
shown, for example, by the round free jet data of Wygnanski
and Fiedler, 1969).

This apparent approach to self-similarity is consistent with
the following statement of physical dependence:

Z =f(D,t,M, p)

where ¢ is time, p is density, and M is the total exit momentum
flow rate.

Here for the transient jet in the far field only two length
scales are taken to be significant—maximum jet width D and
penetration length Z,, but not nozzle diameter. In the language
of Spalding, the jet may be considered to have ‘‘forgotten’” its
original configuration so that the total exit momentum flow rate
M (assumed constant during the injection period) is considered
to be the only significant characteristic of the nozzle flow; like-
wise the only significant characteristic of the chamber fluid
(assumed to be nearly stationary ) is its density p. This analysis
leads, for constant width ratio D/Z,, to the penetration number
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____z'__ —f l_). — const
(M/p)]/4t]/2 Z'

The same kind of argument leads to puff jet penetration (see
Appendix A) being proportional to ¢'*. The difference is that
with the puff jet the reference quantity is a fixed amount of
momentum M instantaneously discharged from the nozzle, in
contrast to the assumed constant momentum discharge rate M
of the transient jet.

To estimate the transient jet penetration constant from first
principles one can invoke the model of Turner, pictured in Fig.
2, in which the transient jet flow is comprised of a steady-state
jet region headed by a traveling spherical vortex. In applying
the Turner model to the transient jet with uniform density p we
can directly use the similarity width ratio D/Z, obtained from
the Rizk photographs as 0.25 = 0.05 to obtain the relative
proportions of the steady-state jet region and the spherical vor-
tex. Further, we can use well-established knowledge to estimate
the momentum instantaneously contained in the steady-state jet
region.

Since, on the assumption of impulsive starting, the transient
jet is continuously fed by momentum at a rate M during the
injection period, the conservation of momentum in this case
may be expressed as

Mt = p%D3U,,, + M,

where the first term on the right is the approximate mean mo-
mentum of the vortex ball and M, is the instantaneous total

Nozzle Exit Plane

T

Steady State Reglon

Core
length

Travelling Vortex

Jet Penetration Z

Fig. 2 Representation of transient turbulent jet by the vortex-quasi-
steady-jet model of Turner
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momentum in the jet region. The mean velocity U, of the vortex

ball may be written
d
{]m = (ZI - Q)
dt 2

in which Z, has the definition shown in Fig. 2. Integrating the
momentum instantaneously in the volume of the jet region, the
local velocity being U, we have

, D 7
Me=pZpr 4 (z, - —) + f f 2rrdrpUdx
0 0

6 dt 2
or
. r {D\* _ . dz 1D f”
Mi=p—|=) 2?21 -==}+ adx (1
p6<Z) dt( 2z> , (1)

in which r is the radial coordinate and x is the distance from
the virtual origin of the jet. Now we utilize the self-similarity
derived from the Rizk photographic record and thus assume
that s = D/Z, is constant. We also use the accurate (directly
measured) mass entrainment result of Ricou and Spalding
(1962) that

where K, = 0.32

X
—=K,=, 2
7 (2)

g
where d is the diameter of the nozzle. The approximation of
uniform nozzle exit velocity implies

wd* pM
1, = . 3
m, / p (3)
As shown by the above dimensional analysis,
o\ 1/4
Z-T ("—4) o, 4)
P

in which I' is a pure constant. Now substituting Egs. (2), (3),
and (4) into (1) and integrating, we obtain the following qua-
dratic for I'%.
2
F4+6K“'(1 5 o 24 =0
\/_7;(2 — 5)s? w(2 — s)s

from which the following results are obtained with K, = 0.32
and the previously stated limits on s:

Journal of Fluids Engineering

s r
0.30 2.89
0.25 299
0.20 3.04

sothat I = 3.0 = 0.1.

Allowing for an uncertainty of +0.01 in K| does not signifi-
cantly increase the stated uncertainty of I'. One indication of
the validity of this estimate of I" is shown in Fig. 3 in the
penetration data of Lahbabi (1993) which (for downstream
distances greater than 10 diameters) show close agreement with
I’ = 3. Lahbabi reports that the estimated statistical error on
the mean penetration distances was less than 5 percent.

With schlieren or other photography, the penetration distance
Z, can be observed directly. With hot wire velocimetry, such as
used by Witze (1980, 1983), it is more convenient to think first
of the penetration time defined as the time, at a given distance,
required for the velocity to rise to, say, 70 percent of the steady
state jet value; alternatively we can speak of the distance, say
Z-,, associated with that same time. We can relate Z;, and Z,
as follows:

The fluid velocity U, at some distance y in the streamwise
direction from the center of the vortex ball can be written

)

Setting U, equal to 70 percent of the steady-state velocity at
a location x we have
0.7U,
U, = 7U, ’
X
C~
d
in which, as will be shown below, the centerline decay constant
C, for a fully turbulent incompressible jet is close to 0.2. Equat-
ing these two expressions for U, we obtain

mmd_@l AM _ ., dz, [ (DY (1 _y
G, C)\mp i Z/\2 Db

Then with the use of Eq. (4) to evaluate the time derivative,
and again setting s = D/Z, equal to % the result is y/D = 0.25
and Z, = 1.067 Z,.

As one test of these ideas Fig. 4 shows the transient injection
data of Witze (1980) for low speed transient air-air injection
for nozzle diameters of 1.15 mm (exit velocity 53 m/s) and
1.35 mm (exit velocity 103 m/s). Witze used hot wire anemom-
etry to determine the 70 percent penetration distance Z;, so the

045
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7 | e
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Pa \‘ 3
0.30 e e —#— -
i U
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;61,15 mm, 53m/s i
020 |- - . |11-35, mm, 103m/s;
045 |— ——
|
0_10 ,] e
1 i
0.05 i i
-. | I i
0.00™ - | |
0.12 014 ¢

0.00 0.02 0.04 0.08 0.08 0.10

Fig.4 Transient low-speed air-to-air injection penetration data of Witze
(1980) for nozzles without exit screens; time unit (s)'/2 on both axes
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penetration distance Z, in Fig. 4 is defined as the measured Z;,
multiplied by 1.067. The uncertainty in the Witze determina-
tions is high in the early part of the jet development while the
jet is approaching the fully developed state. However in the
downstream region the uncertainty estimated from the scatter
in the data (and assuming negligible systematic error) is of the
order of 5 percent. In Fig. 4 the best straight line relating the

quantity
,“{ 174
[/ ( >
p

to ¢'2 (with time ¢ in seconds) has a slope of about 3, well
within the estimated uncertainty of I'. Thus the usefulness of
the simplifying assumptions of the Turner model appears to be
confirmed, even though the Reynolds numbers for these two
cases are 4400 and 10,000, well below the lower limit of 30,000
cited by Ricou and Spalding for the fully turbulent jet. The
effective opening time of the nozzle appears to be very much
shorter than the injection duration.

(ii) Under-Expanded Compressible Jets. As shown above,
the value of the constant I was estimated on the assumption of
uniform density. The dimensional analysis indicates that, for
given nozzle exit momentum flow rate, the nozzle exit density
has no intrinsic effect on jet penetration. But can this be so for
a wide range of density difference between the nozzle exit fluid
and the chamber fluid and also for under-expanded jets?

To examine this question we first note that, on the assumption
of uniform nozzle exit velocity, and replacing p by p,, Eq. (4)
can be transformed into its exact equivalent:

i =F\/§ Ut \ 12 (5)
d |2 d 2
Pa Pa

in which d, U,, and p, are the nozzle diameter, exit velocity,
and exit flow density, while p, is the chamber density. Since
the equivalent diameter dvp,/p. has been widely used as a
scaling parameter for steady-state jets of nonuniform density
and temperature, and since for the upstream part of a transient
jet the flow can be assumed steady, it is relevant to consider
the scaling lessons which can be extracted from steady-state jet
data, particularly concerning the effects of density, nonunifor-
mity and under expansion.

The Equivalent Diameter for Steady Turbulent Jets With
Nonuniform Density. Thring and Newby (1952) concluded
that if at the nozzle exit plane the fluid has a density p, different
from that, p,, of the ambient fluid (due either to temperature or
composition difference), the rate of relative centerline velocity
decay and other dimensionless parameters will be essentially
unchanged if the distance parameter is changed from

X X
to

aul

d [Pz
Pa

The argument for this is that though momentum conservation
in the absence of a pressure gradient requires

M = p, % d*U% = f p2mrutdr

and p is nonuniform in the jet, yet within 10 diameters or so
the average density in the jet has been reduced to nearly p,.
Thus, as Dahm and Dimotakis (1990) express it, at axial dis-
tances for which the local jet mass flux is sufficiently large
compared with its source mass flux the flow is generally pre-
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sumed to be characterized entirely by the jet source momentum
flux and the ambient fluid density.
Therefore the momentum statement could be expressed as

y 2
M_r (d &> U2 = f 2wrudr = const
Pa 4 Pa

and the effective diameter is thus defined as the actual one
multiplied by the square root of the density ratio. One can test
this idea by considering whether the same linear relationship
(well established for uniform density turbulent round free jets)
holds between the distance coordinate x/dv p,/p, and the cen-
terline decay functions U,/U,, (T, — T)/(T,, — T,), and 1/C,,
in which the subscripts o0, a, and m refer to nozzle exit, ambient,
and local centerline, respectively, and U and C are temperature
and mass concentration.

Another test would be to examine whether the entrainment
has the same proportionality to the modified distance coordinate
for both uniform and nonuniform density flows. However the
determination of local jet mass flow from velocity measurement
is inherently inaccurate due to velocity uncertainty at large ra-
dius. Thus while the entrainment comparison of Sforza (1978)
for heated, cold and CO, jets injected into air shows that this
is the proper distance coordinate well downstream of the nozzle,
the proportionality constant is inconsistent with the accurately
and directly measured entrainment results of Ricou and Spal-
ding for cold flow. Thus comparison of centerline jet quantities
affords a better method of comparison. Alternatively, Chen and
Rodi (1980) have shown that the jet half-velocity width also
scales well with respect to the equivalent diameter.

Table 1 shows the downstream proportionality constants K
reported by various authors. The table is concerned with the
downstream behavior, recognizing that the virtual origins for
these jet flows are somewhat apparatus dependent.

As a base case, the results of Wygnanski and Fiedler, for
which the Reynolds number was 10°, show that there is an
appreciable transition zone, of the order of 20 diameters, before
the cold jet takes up full self-similarity of the mean velocity
field. The results of Witze, which are of interest here principally
because of Fig. 4, pertain to appreciably lower Reynolds number
and are associated with somewhat lower downstream centerline
velocity decay rate than the Wygnanski and Fiedler result. The
results of Birch, Brown, Dodson, and Thomas for centerline
velocity decay, conforming to the Thring and Newby assump-
tion, are in closer agreement with Wygnanski and Fiedler than
those of Witze, seemingly because of being at higher Reynolds
number.

The results shown in Table 1 are roughly in accord with
common observations that in a turbulent jet energy and mass
diffuse at about the same rate, and more rapidly than momentum
does. The determination of List shows that these proportionality
constants must be somewhat uncertain; the range of x/d over
which one seeks the best linear fit can have an appreciable
effect.

The special feature about the next two data sets referred to
in Table 1 is that they pertain to highly under-expanded jets
leaving converging nozzles. Birch et al. (1984 ) performed ex-
periments on natural gas injected into atmospheric air with nine
stagnation-to-ambient pressure ratios P,/P, in the range 2 to
70, and with ethylene injected into air at a stagnation pressure
ratio of 8. (The temperature ratio 7,/7, in each case could be
assumed to be 1.)

The diameter and location of the Mach disk in such largely
under-expanded jets are described by the data of Ewan and
Moodie shown in Fig. 5, in which X, is the distance from the
nozzle exit to the Mach disc and D is the disc diameter and d
the nozzle diameter. The uncertainty in the measurements well
downstream of the nozzle appears from Fig. 5 to be of the order
of 5 per cent for both the Mach disk diameter and its distance
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Table 1 Steady-state round free turbulent jet proportionality constants K (in Y = K X, in which X = x/dVp,/p.)

Author(s) Y Pl Pa K
Wygnanski and Fiedler (1969) u,Ju, 1 0.188 0 < x/d < 100
(low speed, air/air) 1 0.187 15 < x/d < 60
1 0.206 30 < x/d < 100
Witze (1980) (low speed, ait/air) u,Ju, { 0.18 15 < x/d
Birch, Brown, Dodson, Thomas (1978) uJu, 0.6 0.200 natural gas/air Re 1.6 x 10*
(low speed, natural gas/air)
Sunavala, Hulse and Thring (1957) T,-T, 0.5 0.215 ait/air, tracer gas 4 nozzle diam.
Tm - Ta
1/C,, 0.3 0.22 Re 3-6 x 10*
Birch, Brown, Dodson, Thomas (1978) 1/C,, 0.6 0.213 natural gas/air
List (1980) using data on Becker et al. 1/C,, 0.194 :
(1967) and Birch et al. (1978)
Birch, Brown, Dodson, Swaffield (1984) 1/C,, 1-40 0.230 natural gas/air
1/C,, 4.8 0.228 ethylene/air
Ewan and Moodie (1986) u,ju, 1-20 air, helium/air
1/C,, 1-20 0.217 air, helinm/air

from the nozzle exit plane. Ashkenaz and Sherman (1966) have
theoretically determined the axial position of the Mach disk
downstream of an ideally uniform nozzle exit flow of gas (in-
jected into the same substance) and their result is simply

which is consistent with the theoretical result of Young (1975).
As Fig. 5 shows, for nozzle pressure ratio in the range of 2 to
10, both the distance between the nozzle exit plane and the
Mach disk and the diameter of the Mach disk of the order of
one nozzle diameter.

However, the important question here is whether self-similar-
ity considerations apply to a jet which has suffered a strong
shock in its early development; does it act downstream as
though it has completely forgotten its traumatic origin? The
very high pressure ratio data of Birch et al. up to a pressure
ratio of 70:1 show that it can, and that the virtual origin of the
jet is little removed from the nozzle exit plane. These data show
that the concentration ratios 1/C,, (in which C,, was expressed
in volume fraction) could all be well fitted to

1 X

— = Kp e

Clll
., P
P(l

with K, being 0.225 for the natural gas (whose ratio of specific

\Ashkenaz and Sherman (1966)
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Fig. 5 Location xp and diameter D of the Mach disk, data of Ewan and
Moodie {1986) for air/air injection with pressure ratios 4 to 256
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heats was 1.35 and whose ratio of molecular weight to that of
air was 0.599), and 0.285 for ethylene (whose ratio of specific
heats is 1.25 and whose ratio of molecular weight to that of air
is 0.974). Converting from volume fraction to mass fraction
the constants K become 0.376 for natural gas and 0.293 for
ethylene.

This raises the question as to whether these two empirical K,
values are consistent with the Thring and Newby assumption
that the equivalent nozzle diameter is the actual one. We could
rewrite the above equation as
Lok, inwhich k =k, [P2Fe

CIH pﬂ P{)
J e

pa

If the flow in the nozzle is isentropic and the exit Mach
number is 1 (and the ambient and upstream stagnation tempera-
tures are the same) then

) 1y=1 "
o )
vy + 1 M,

in which M,/M, is the ratio of the molecular weight of the
injected gas to that of air. Evaluation for the above data produces
K, values of 0.230 for natural gas and 0.228 for ethylene which
is a remarkably close indication of similarity. The disagreement
between these K, values and the corresponding ones for incom-
pressible flow cited in Table ! is probably within experimental
uncertainty.

In summary, a wide range of experimental data on centerline
velocity, temperature and concentration, even including cases
with highly under-expanded flows corresponding to methane-
air pressure ratios of 70:1, are consistent with the hypothesis
that dvp./p, is a universal scale describing the downstream
similarity of jets. The proportionality constant for momentum
diffusion is around 0.19 whereas for species and energy diffu-
sion it appears to be around 0.21. Such similarity is valid even
for pressure ratio as high as 70:1 with choked compressible
flows in a non-diverging nozzle. In this case the expansion
immediately downstream of the nozzle is accompanied by
strong shock wave effects in the Mach disc located a few diame-
ters downstream of the nozzle. However, despite this shocking
experience early in its development, such a jet flow apparently
is able in its downstream experience to act as though it had
completely forgotten the details of its origin. This leads to the
following reasoning:

Given that:

(i) In steady jet flows with nonuniform density the appro-
priate axial length scale is the nozzle diameter multiplied by
the square root of the nozzle-to-ambient density ratio,
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Fig. 6 Transient injection of natural gas into helium-nitrogen mixture;
data of Miyake et al. (1983); time unit {s)''? on both axes

(ii) The upstream part of the transient jet flow is quasi-
steady, and

(iii) The dependence of penetration distance on the square
root of time has been well established for uniform density tran-
sient jets,

We can expect that for long injection times Eq. (4) should
apply not only to jets with large density difference from that
of the chamber fluid, but also with highly under-expanded jets,
with the same value of T" as determined from uniform-density
transient turbulent jets.

As a further test of Eqgs. (4) and (5) we turn now to the
long-duration constant-injection-rate data of Miyake et al.
(1983) who injected natural gas in to a mixture of nitrogen (13
percent by volume) and helium (87 percent by volume) to
provide a nozzle-to-ambient density ratio of 3.2 ands a nozzle
exit velocity of 409 m/s. They used two nozzles—one of diame-
ter 0.74 mm, the other of diameter 1.88 mm. The minimum
Reynolds number was approximately 2 X 10*. Figure 6 shows
that on average the experimental penetration constant is close
to the expected value of 3.0. The injection time was 4 ms; for
the smaller nozzle, data were recorded for as long as 7 ms
and in this case some departure is apparent in Fig. 6 from
the penetration dependence on the square root of time. The
experimental uncertainty for each data set of penetration mea-
surements appears from Fig. 6 to vary from about 20 percent
in the upstream region to perhaps 10 percent further down-
stream. The mean penetration of the tip of the jet from both
nozzles appears nearly to obey Eq. (4) as long as the time is
less than the injection duration. For larger times the kind of
deviation of the mean from the straight line shown in the figure
is to be expected. Thus Eqs. (4) and (5) appear to be well
confirmed by compressible flow data pertaining to large density
differences between jet and surrounding fluid and also for cases
in which the nozzle flow is under-expanded.

Measurements of Transient Turbulent Jet Injection Close
to a Chamber Wall. Experimental work was performed to
test gaseous fuel penetration in a small pressurized chamber in
a case where an adjacent wall, simulating the flat cylinder head
surface of a diesel engine chamber, could have affected jet
penetration. The gaseous fuel was injected through an electroni-
cally controlled and hydraulically actuated injection valve of
the type used in fueling modern diesel engines.

Optical determinations of transient jet penetration were made
with schlieren photography in a rectangular chamber (123 X
123 X 70 mm) fitted with 2 quartz windows. The diameter of
each of the 6 injector holes was 0.5 mm and the length of each
injection hole was about 5.6 times the diameter. The fuel jets
propagated at an angle of 10° to the upper wall of the chamber.
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Fig. 7 Typical schlieren photos for nozzle pressure ratio 1.5:1; times
after injection ranging from 0.48 to 1.65 ms. The symbol P, is the cham-
ber pressure.

The penetration was measured from the photographic records;
the time uncertainty was 0.02 ms. Jet penetration measurements
repeated over several events indicated a standard error of 1 mm
in the far field (between 20 and 100 diameters), largely due to
turbulent fluctuations of the jet front.

The injected fluid was methane, which at the highest test
pressures departed considerably from perfect gas behavior.
However, calculations with a real gas equation of state for meth-
ane showed that nozzle exit momentum was altered by at most
2 percent by differences between real and perfect gas behavior
within the nozzle. Frictional effects within the nozzle were esti-
mated by assuming a surface roughness coefficient of 0.005 and
one-dimensional compressible flow within the nozzle. The flow
within the nozzle being sonic or nearly so, the calculated stagna-
tion pressure losses were about 10 percent.

Figure 7 shows typical schlieren photos of the injection pro-
cess with the fuel jet angle 10° for times 0.48, 0.72, 1.07, and
1.65 ms after the start of injection. The time for the gas needle
to open was found experimentally to be 0.1 ms. Measurements
of the location of the tip of the most prominently seen jet plume
are shown in Fig. 8 for various injection times and for 4 ratios
of stagnation to chamber pressure. With the estimated uncer-
tainty of 0.02 ms in the time variable, the error in ¢!/ is about
10 percent at the low end and about four percent at the high
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Fig. 8 Data of Ouellette (1996) on transient gas jet mixing in air with
various pressure ratios
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Fig. 9 Typical schlieren photos for two gas injection pressures; cham-
ber pressure 3550 kPa (a) Pressure ratio 5:1 (b) Pressure ratio 1.5:1

end. The penetration distance error of +1 mm is +20 percent
at the low end and about three percent at the high end. Thus
the size of the symbols shown approximately represents the
estimated level of experimental uncertainty. The pressure ratio
of 5.4 implies a substantial degree of under-expansion in the
nozzle. It is notable, however, that in each case the jet penetra-
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Fig. 10 Data of Chepakovich (1993) on transient gas jet mixing in air
with various pressure ratios

tion is a linear function of the half power of time after the start
of injection. This, as has been shown earlier, is indicative of
self-similar behavior, despite the nearby location of the upper
wall.

Figure 9 shows penetration observations in the same chamber
but with a different injector and two pressure ratios. Here as in
Fig. 7 more than one jet is in view so that while the tip penetra-
tion is shown clearly, the broadening of each jet is not. Figure
10 shows the corresponding penetration data for these and sev-
eral other pressure ratios. This injector had 9 holes each of 0.38
mm in diameter and directed at 10° downward from the cylinder
head surface. It was solenoid-driven with somewhat longer
valve opening time than in the first case so the effective valve
opening time is, as straight-line fits to the individual data sets
of Fig. 10 indicate, given by a value of ¢'/? of about 0.003
s'/2, Nonetheless, the variation of penetration with t'/? is appar-
ently linear over most of the range and with all pressure ratios.
Other tests, in which chamber pressure was varied over a wide
range with nozzle pressure ratio held constant, showed that jet
penetration at a given time is independent of chamber pressure.

To examine the conditions under which self-similarity of
transient turbulent jets may be expected we replot the data of
Figs. 8 and 10 in similarity coordinates. The results are shown
in Figs. 11 and 12, respectively. Figure 11 shows that the Ouel-
lette data are consistent with the estimated penetration constant
at the two higher pressure ratios. For pressure ratios 2.5 and
1.5 the data appear to show some effect of retardation of the
jet due to wall friction; this is most evident in the downstream
region. In these calculations the estimated nozzle exit momen-
tum flow has been reduced by 10 percent (the frictional effect
calculated assuming expansion of a perfect gas with specific
heat ratio 1.3). As this momentum is raised to the § power the
effect of the stagnation pressure correction on penetration is not
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Fig. 11 Data of Ouellette (1996) transformed into the coordinates of
self-similarity; time unit (s)'/2 on both axes
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Fig. 12 Data of Chepakovich (1993) on transient injection of natural gas
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large. In Fig. 12 the data of Chepakovich (1993) also show a
divergence from the penetration constant of 3 at lowest pressure
ratios. The lesson is that jet penetration is affected by injection
within 10° of a flat wall but the effect on penetration is not
large in the near field and is least at highest pressure ratio.
Self-similarity is a good first approximation though detailed
numerical simulation will clearly be needed to fully simulate
chamber wall effects as well as the effects of piston motion and
mean fluid motion such as swirl. In the data shown in Figs.
11 and 12 there is evidence that the nozzle does not open
instantaneously; the virtual time origin is displaced slightly from
the signaled opening time of ¢ equal to zero.

Conclusions

1. The round free transient turbulent jet impulsively in-
jected at constant rate into a large quiescent chamber exhibits
a self-similar configuration after the tip of the jet has traveled
15-20 nozzle diameters from the nozzle exit plane.

2. Experimental deduction of the self-similar shape ratio of
uniform-density transient turbulent jets coupled with use of the
Turner structural model, accurate knowledge (due to Ricou and
Spalding) of steady-state entrainment rate, and conservation
of momentum, provide a simple description of the penetration
distance which is accurate within experimental uncertainty,
without need for explicit consideration of shear and drag forces.

3. The penetration constant of 3.0 + 0.1 in Eq. (4) has
been shown to be valid not only for uniform density jets but
also for cases in which there are large density gradients. The
self-similarity criterion for the transient turbulent jet has been
shown to be consistent with the equivalent nozzle diameter
parameter (geometric diameter multiplied by the square root of
nozzle-to-chamber density ratio) which has been well estab-
lished in scaling steady-state turbulent jets.

4. Highly under-expanded transient turbulent jets conform
to the downstream self-similar behavior described by the pene-
tration constant of Eq. (4).

5. Tests with a diesel engine gas injector over a wide range
of pressure ratios have shown substantial conformity to the
penetration formula of Eq. (4). Nozzle stagnation pressure
losses are significant but have a small effect on penetration
distance because of the % power dependence of the penetration
on the nozzle exit momentum flux. The opening transient is
typically short compared to the injection duration.

6. In the lowest range of pressure ratios and for injection
angles of 10° or less the retarding effect of an adjacent wall on
jet penetration can be substantial.
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APPENDIX A
The Puff Jet

For the puff jet the experiments of Richards (1965) have
shown approach to self-similarity with the width ratio D/Z,
becoming about 0.5. For this case the significant momentum
quantity is the total momentum of the puff. Again the result is
a single penetration number, but in this case the penetration
distance is proportional to the fourth root of time. After the
injection has ended the transient jet will tend toward a puff jet,
but during injection it is the transient jet that is the interesting
configuration.

Assuming the density p is everywhere uniform within a
spherical puff of diameter D, one could write the total axial
momentum as, approximately,

7D* d(Z, — DI2) _

M
6 dt

or, with

Journal of Fluids Engineering

SIN

n =

nZ3} dz,
——— (1 ~1/2n) =M.
Pew ( ")
With conservation of M and 1/# taken to be 0.5, the penetra-
tion of the puff can be found by integration to be governed

by
1/4
Z=cC (1‘_45)
p

where C, equal to 4/m "4, is very close to 3 and roughly in
accord with the observations of Richards for non-buoyant
puffs.

For the turbulent puffs experimentally studied by Kovasznay
et al. (1974) the value of n was about 0.6 but the puffs were
quite nonspherical in configuration and had the configuration
of a vortex ring. The total momentum in each puff does not
appear to have been measured by these authors but, in confor-
mity with the above penetration constant, the drift velocity of
the maximum velocity point in the puff was found to vary with
x~'3, where x is the axial location of the maximum velocity
point.
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Vortex breakdown is a significant phenomenon in science and technology. In spite
of extensive research, the question of the underlying mechanisms for vortex break-
down still lacks a definite answer. The uncertainty of the governing principles for
vortex breakdown is revealed by the common use of a variety of different parameters

to describe the degree of swirl. In this paper, a theoretical discussion on the suitability
of three kinds parameters was conducted, and it was found that one appears to be
the natural one if the flow is primarily a swirling channel flow, but if the jet character
of the flow is dominant, another one appears to be the most suitable. CFD simulations
were performed for a channel with an annular inlet considerably smaller than the
channel width. For this case the jet character of the flow should predominate and it
was found that the parameter, which theoretically appeared to be best suited for jet
flows, indeed was less dependent of the detailed inflow geometry than the others.

1 Introduction

It is a well-known fact that the flow pattern, obtained for a
swirling annular jet after vortex breakdown, is very well suited
for flow in combustion chambers. This is basically due to two
reasons: The large and stable central recirculation zone creates
a stable flame and the swirling flow has a high turbulence inten-
sity, which in turn accelerates the vaporization as well as the
mixing. Modern CFD (Computational Fluid Dynamics) codes
give for a given chamber geometry reasonably accurate predic-
tions of the flow pattern, but such calculations are expensive
and very time consuming. In order to optimize the design of
combustion chambers, a wide range of different chamber geom-
etries ought to be considered, and consequently, it would be
desirable to obtain more general knowledge of swirling jets.
For instance, if there were a simple method to calculate the
basic shape of the central recirculation zone for any geometry
and any degree of swirl, the amount of numerical computation
needed in the design process would be greatly reduced.

For the application of swirling jets in combustion chambers
it is necessary that the flow has undergone vortex breakdown,
and hence a simple criterion determining for which degree of
swirl this occurs is needed. Today, no such criterion is available,
and this is clearly elucidated by the fact that the quoted critical
values in the literature deviate by more than a factor two. The
situation is even more complicated, since as many as three
different kinds of dimensionless quantities are used to quantify
the degree of swirl. In this paper, we discuss the possibility of
obtaining a vortex breakdown criterion based on any one of
these three commonly used dimensionless quantities. At this
point we should stress that by vortex breakdown we will not
refer to a sudden change of the flow properties around some
point in physical space, but rather to an abrupt change of the
entire flow pattern around some value in parameter space.
Henceforth, the degree of swirl at which vortex breakdown
occurs, is called the critical degree of swirl.

Vortex breakdown theories fall into three categories. In the
first, vortex breakdown is considered as a separation phenome-
non (Hall, 1972), the second category includes theories where
instability is the central issue (Leibovich, 1984), and the third
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type of theory emphasizes the analogy with hydraulic jumps
and the relation to inertial wave propagation. The latter theory,
which appears to be the most commonly accepted, is based on
the ideas launched in (Benjamin, 1962). In this theory, vortex
breakdown is considered as the sudden change from a super-
critical state to a subcritical conjugated state. In the subcritical
state standing waves can propagate upstream, which is not pos-
sible in the supercritical state. This has been confirmed experi-
mentally in Escudier and Keller (1985), and it is this criterion
which leads to Benjamin’s Critical Equation, which determines
whether vortex breakdown has occurred or not. Unfortunately,
Benjamin’s Critical Equation is very difficult to solve, since it
requires explicit knowledge of the critical states, and so far a
solution has only been presented for the case of a Rankine
vortex with uniform axial velocity. This solution has proven
to be rather accurate for prediction of vortex breakdown in a
cylindrical channel with no special inlet, but for other flows
little quantitative insight has been gained from this theory.

Vortex breakdown has frequently been studied experimen-
tally; see e.g. Sarpkaya (1971), Escudier and Keller (1985)
or Sheen et al. (1996a). Quantitative comparison between the
different studies is difficult since different dimensionless num-
bers have been used to characterize swirl. Notwithstanding the
practical difficulties the lack of standardization brings, the main
problem is that at least two of these dimensionless numbers do
not include all the information needed to predict when vortex
breakdown occurs. To illustrate how crucial the choice of the
correct dimensionless number is, consider an ordinary nonswirl-
ing jet emerging from a circular orifice. If we tried to describe
the asymptotic angle of expansion of the jet in terms of the
mass flow rather than in terms of the axial momentum of the
jet, it is easy to see that we would fail.

In this paper our aim is to study how suitable three different
dimensionless numbers commonly used to characterize swirl
are for describing vortex breakdown. To this end, we will use
CFD calculations of a model combustion chamber as depicted
in Fig. 1. To try to single out one of the parameters, we will
use numerics to see how much the critical degree of swirl, as
expressed in the different dimensionless numbers, changes
when we alter the inlet geometry or the inlet velocity profiles.

Although the choice of the dimensionless number used to
characterize the degree of swirl is of importance, it is a field
which appears to have attracted little research. Recently, how-
ever, Sheen et al. (1996b) conducted an experimental study to
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Fig. 1 The principal geometry of a typical combustion chamber

determine the Reynolds number sensitivity of some dimen-
sionless numbers, but they were not concerned with the dynam-
ics of vortex breakdown.

2 The Different Dimensionless Numbers Used to
Characterize Swirl

The dimensionless numbers used to characterize the degree
of swirl are of three main types. First, it can be a quotient
between the flux of angular momentum, L,, and the flux of axial
momentum multiplied by a typical length scale, second, it can
be a quotient between the circulation and a typical velocity
multiplied by a typical length scale, and finally, it can be a
quotient between the flux of axial momentum and the circulation
squared, i.e., expressed mathematically the three main types
are:

[ uwrtdr
§=——, (1)
r, L7 Ulrdr
= —= and (2)
Uoti
J
M=%, (3)
pK:

where r, is the outer and r; the inner radius of the orifice,
U the axial and W the azimuthal velocity, K, a characteristic
circulation of the incoming fluid, and p the density. Finally, u,
and J, are given by:

~ g _ 2 fri" Urdr
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Here, Q is the mass flow, A the surface area of the orifice, p
the pressure, p. the atmospheric pressure and v the viscosity.
Note that for intensive flow the the denominator in S is approxi-
mately equal to J,, and in fact in some papers J, has been used
instead of the denominator in S, but the resulting number has
been shown to be more sensitive to variations of the Reynolds
number (Sheen et al., 1996b) and therefore § seems to be the
most commonly used parameter of this type. There are in fact
several variations of the dimensionless numbers presented here,
but the ones presented here appear to be the most common
representatives of the different types.

The parameter S is most often found in experimental (Sheen
et al., 1996a) and numerical (Lai, 1996) papers. £ is used in
Benjamin’s vortex breakdown theory and in various related
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theoretical and experimental articles and M is primarily used in
articles which use conically self-similar solutions to describe
swirling jets in conical domains.

To summarize, all three of the dimensionless numbers in
(1)-(3) measure the ratio between either J, or Q and either
L, or K,.. The quantities L, and Q are conserved in a control
volume, J, decays at walls but is conserved in control volumes
away from the walls and K, is conserved on streamsurfaces.
One of the main characteristics of Benjamin’s theory is that
the total head and the circulation is conserved during vortex
breakdown. Benjamin found that there was a loss of the axial
flow force during vortex breakdown, but in Keller et al. (1985)
the theory was modified to allow for vortex breakdown without
force loss.

It seems reasonable that a swirl number should be the ratio
of the Reynolds numbers in the axial and azimuthal directions.
This point of view shows that g is the natural parameter if one
treats the flow as essentially a channel flow, and that M is the
natural parameter if the flow is essentially a jet flow. Indeed,
if we use Re, = K./v as the Reynolds number for the azimuthal
flow, which we can do since the circulation on a streamsurface
is conserved and has the dimension of viscosity, and if we take
the axial Reynolds number of a nonswirling jet in unconfined
space, Re? = (J,/p)'"?/v, we find that M = (Re{/Re,)*. Alter-
natively, if we take the Reynolds number of the flow in an
annular channel, Re{ = Qr,/pAv we find that g =
Reyr,/Regr;. The factor r,/r; in B takes into account which
proportion of the flow initially swirls. If we similarly view §
as a quotient of an azimuthal and axial Reynolds number, we

obtain the azimuthal Reynolds number Re# = (L,/(pr,))'"*/v,
which has the undesirable property that one of the quantities
defining it, the characteristic radius of swirl r,, changes in the
process of vortex breakdown.

The quantities involved in the dimensionless number S, J,,
and L, are precisely those conserved in the solution for swirling
jets developed in, for example, Loitsyanskii (1953). It is, how-
ever, known that a Loitsyanskii jet cannot produce a zone of
axially reversed flow (Goldshtik, 1979). Consequently, the the-
oretical support for the use of § to describe vortex breakdown
is rather weak. By contrast, both of the dimensionless numbers
f and M do have theoretical support. The former from Benja-
min’s vortex breakdown theory outlined above, and the latter
from the conically self-similar solutions, see for example Shtern
and Hussain (1996), and both of these methods offer possible
predictions for vortex breakdown.

For a given geometry and inlet profile S, 8, and M are equiva-
lent, and as we change the axial Reynolds number, the critical
values of the different parameters will trace curves which only
differ by a constant factor, and such curves have been found
experimentally for instance in Sheen et al. (1996a) and Sarp-
kaya (1971), and they reveal that once the axial Reynolds
number is moderately large then the critical value of swirl is
rather insensitive to changes in the axial Reynolds number.
However, if we change the geometry or the inlet 